AN AXISYMMETRIC BOUNDARY LAYER ON A NEEDLE

A. D. BRYUNO AND T. V. SHADRINA

Abstract. Methods of power geometry are used to study the boundary layer on a semi-infinite needle, due to a steady flow of a viscous fluid or gas parallel to the needle. The purpose is to find the asymptotics of the flow in the boundary layer at infinity along the needle. Two variants of the flow are considered: (a) an incompressible non-heat-conducting fluid, and (b) a compressible heat-conducting gas. It is shown that variant (a) has no asymptotics for solutions satisfying all the boundary conditions, whereas variant (b) has several families of asymptotics for solutions that satisfy all the boundary conditions. These asymptotic expansions have power or logarithmic singularities near the needle.

Introduction

Approximately 100 years ago Prandtl [1] and Blasius [2] did the original work on the theory of boundary layers on a semi-infinite plate in a steady flow of a viscous incompressible fluid. Subsequently it turned out that the Blasius solution can also be applied to thick plates with a rounded leading edge, to sharpened plates, and to a finite plate (except for both its edges). Goldstein [3] (1933) considered a flow behind a plate; later these results were refined by Stewartson [4] (1957). In 1970, van de Vooren and Dijkstra [5] studied the boundary layer on the whole length of a plate, including near the leading edge. MacLachlan [6] (1991) constructed a mathematical model of a flow past a thin finite plate, in which the boundary layer has three layers.

The boundary layer for an axisymmetric flow past a cylinder has also been studied in many papers. At the initial part of the cylinder, where the thickness of the layer is small compared to the radius, the influence of the transverse curvature can be neglected. Here the boundary layer is not any different from the boundary layer on a plate and can be described by the Blasius solution. The nearer to the nose of the cylinder, the less accurate is the approximation given by the Blasius solution. Seban and Bond [7] (1951) and a bit later Kelly [8] (1954) obtained a solution that extends the Blasius solution as it approaches the nose of the cylinder. To study the boundary layer as it moves away from the origin of the cylinder, first Lord Rayleigh’s method [9] (1911) was used, which yielded a rough approximation. The solutions obtained by this method gave a qualitative description of the boundary layer, but not a quantitative one. Pohlhausen [10] (1921) proposed a method, using which Glauert and Lighthill [11] (1955) gave an approximate solution of the problem of a flow past a long thin cylinder, which is valid for any values of the quantity $\nu x/(u_\infty a^2)$, where $\nu$ is the dynamical coefficient of viscosity, $u_\infty$ is the speed of the outer flow, $a$ is the radius of the cylinder, and $x$ is an independent variable directed...
along the cylinder. In addition, they also found an asymptotic solution corresponding to large values of this parameter. At the same time, Stewartson [12] studied the more general case of the boundary layer on a long thin cylinder where the speed of the outer flow is given by a power function \( u_\infty = cx^m \).

However, the results obtained for the cylinder do not give a limit as the radius of the cylinder tends to zero. So until now there has been no theory for the boundary layer on a semi-infinite needle.

Power geometry, which is used in the present paper, was developed by Bryuno as a universal set of algorithms for the analysis of singularities that is suitable for all types of equations. It can deal with algebraic equations, ordinary or partial differential equations; systems can consist of equations of the same type or contain equations of different types. In [13, Ch. VI, §6] power geometry was used for studying a steady flow of a viscous incompressible fluid past a semi-infinite plate, and the Blasius solution was obtained. In addition, for the first time a purely mathematical justification was given for the theory of a boundary layer on a plate, without recourse to any mechanical or physical considerations.

Figure 1. Scheme of an axisymmetric flow past a needle.

In this paper we consider a steady axisymmetric flow of a viscous fluid or gas running straight at a semi-infinite needle (Figure 1) for two cases: (a) an incompressible fluid, and (b) a compressible heat-conducting gas. Such a flow is described by the Navier–Stokes equations, which reduce to a system of partial differential equations for two independent variables: \( x \), along the symmetry axis, and \( r \), the distance from the \( x \)-axis. In variant (a) the dependent variables are the stream function \( \psi \) and pressure \( p \). In the case of a viscous compressible heat-conducting gas flowing past a needle, one more dependent variable is added. Instead of the pressure \( p \), two dependent variables are used: the enthalpy \( h \) (an analogue of temperature) and the density \( \rho \). In both cases the needle is given as \( x \geq 0, r = 0 \).

The purpose of this paper is to find the asymptotics, as \( x \to +\infty \), of solutions for which the dependent variables satisfy all the boundary conditions (if such solutions exist).

To do this we use the methods of power geometry. Using the techniques of spatial power geometry we extract from the complete system a truncated system which is a first approximation to the complete system as \( x \to +\infty \). Furthermore, the solutions of this truncated system satisfy the boundary conditions at infinity. Next, using the methods of planar power geometry we analyze the resulting truncated system, which in a number of cases reduces to a single equation. In the case of a viscous compressible heat-conducting gas flowing past the needle, after the asymptotic behaviour of solutions near the needle and at the outer boundary of the boundary layer are obtained, solutions of the truncated system are computed numerically by the Runge–Kutta method.

The paper contains three chapters. In Chapter I we describe the notions and methods of power geometry, which are used in Chapters II and III. Spatial power geometry, which
is described in §1 of Chapter I, allows us to select and simplify a truncated system of equations whose solutions give strong asymptotics for solutions of the original system. Planar power geometry, whose notions and methods are expounded in §2 of Chapter I, allows us to obtain not only the asymptotic behaviour of solutions but also asymptotic expansions of solutions. In a number of cases these expansions converge and give the solutions themselves.

In Chapter II we investigate the boundary layer for an axisymmetric flow of a viscous incompressible fluid past a semi-infinite needle. In §1 we show that such a flow can be described by a system of two partial differential equations for the stream function \( \psi \) and pressure \( p \) with two independent variables: \( x \) along the axis of symmetry, and the distance \( r \) from the \( x \)-axis. The needle is given as \( x \geq 0, r = 0 \). The boundary conditions are given at infinity as

\[
\psi = \frac{u_\infty r^2}{2}, \quad p = p_0 \quad \text{as} \quad x \to -\infty, \quad \text{where} \quad u_\infty, \ p_0 = \text{const} \neq 0,
\]

which can be replaced by

\[
\psi = r^2, \quad p = p_0 \quad \text{as} \quad r \to +\infty, \quad \text{where} \quad p_0 = \text{const} \neq 0,
\]

and at the needle (the adhesion condition) as

\[
\frac{\partial \psi}{\partial x} = \frac{\partial \psi}{\partial r} = \frac{\partial^2 \psi}{\partial x \partial r} = \frac{\partial^2 \psi}{\partial r^2} = 0 \quad \text{for} \quad x \geq 0, \ r = 0.
\]

In §2, using the methods of spatial power geometry expounded in §1 of Chapter I, we select a truncated system of equations that describes the flow near the needle as \( x \to +\infty \). After the introduction of the self-similar variables

\[
\xi = \frac{r^2}{x}, \quad h(\xi) = \frac{\psi}{x}, \quad p(\xi) = p,
\]

the truncated system becomes a system of two ordinary differential equations, which reduces to a single third-order ordinary differential equation for \( h(\xi) \). In §3, the asymptotic analysis of its solutions by the methods of planar power geometry, detailed in §2 of Chapter I, shows that this equation has no solutions satisfying the adhesion boundary conditions at the needle (2). In §4 of Chapter II we prove that the resulting truncated system corresponding to the boundary layer near the needle as \( x \to +\infty \) also has no non-self-similar solutions satisfying the boundary condition (2). To do this we make the change of variables

\[
x = x, \quad \xi = \frac{r^2}{x}, \quad h(x, \xi) = \frac{\psi}{x}, \quad p(x, \xi) = p;
\]

that is, we take \( x \) and \( \xi \) for the independent variables. The resulting system reduces to a single partial differential equation for \( h(x, \xi) \), which involves \( x \) only in the form of \( \ln x \). As \( \ln x \to +\infty \), a first approximation of this equation is given by the equation that coincides exactly with the ordinary differential equation obtained in the self-similar coordinates. In spite of the fact that in this case \( h \) depends on \( \ln x \) too, the solutions of the resulting equation still do not satisfy the adhesion boundary conditions at the needle.

In §§5 and 6 of Chapter II we consider the possibility of the existence of a two-layer solution of the original system satisfying the boundary conditions (1) and (2). To do this, in §5 we use the methods of spatial power geometry to extract a truncated system that describes the flow of the fluid in the layer that immediately adjoins the layer near the needle from the original system. After introducing the self-similar coordinates

\[
\eta = \frac{r^2}{x^2}, \quad g(\eta) = \frac{\psi}{x^2}, \quad p(\eta) = p,
\]
this truncated system becomes a system of two ordinary differential equations, which reduces to a single second-order equation for \( g(\eta) \). Asymptotic analysis of the solutions of the latter equation by methods of planar power geometry shows that this equation has solutions which have asymptotics of two types as \( \eta \to 0 \):

\[
\begin{align*}
\text{a) } & \quad g \sim \text{const}, \quad p \sim -\frac{a}{\eta}, \quad a = \text{const} > 0, \\
\text{b) } & \quad g = \eta, \quad p = p_0 = \text{const}.
\end{align*}
\]

Consequently, in case a) the pressure \( p \) tends to \(-\infty\) as \( \eta \to 0 \), which has no physical meaning. In case b) we have

\[
\psi = r^2, \quad p = p_0 = \text{const}
\]
on the entire outer layer; that is, we obtain the one-layer variant considered in §3.

Next, in §6 of Chapter II we consider the possibility of the existence of a two-layer non-self-similar solution. For this, similarly to the case of a one-layer solution, we make the change of variables

\[
x = x, \quad \eta = \frac{r^2}{x^2}, \quad g(x, \eta) = \frac{\psi}{x^2}, \quad p(x, \eta) = p
\]
in the truncated system corresponding to the outer layer. The resulting system involves \( x \) only in the form of \( \ln x \). A first approximation as \( \ln x \to +\infty \) of the system obtained is given by the system that coincides exactly with the system of ordinary differential equations obtained on the outer layer after introduction of the self-similar coordinates (4); that is, as \( \eta \to 0 \) there are two types of asymptotic behaviour for the solution:

\[
\begin{align*}
\text{a) } & \quad g \sim \text{const}, \quad p \sim -\frac{a}{\eta}, \quad a = \text{const} > 0, \\
\text{b) } & \quad g \sim \eta, \quad p \sim p_0 = \text{const}.
\end{align*}
\]

Consequently, in case a) the pressure \( p \) tends to \(-\infty\) as \( \eta \to +0 \), which has no physical meaning. In case b), \( p \to \text{const} \) and we obtain the boundary condition

\[
\psi \sim r^2, \quad p \sim \text{const}
\]
at the outer boundary of the inner layer. From the viewpoint of spatial power geometry, when the truncated systems are selected describing the flow in the inner layer, the variant of the boundary conditions (6) is similar to the variant of the boundary conditions (5). Consequently, in case (6) the truncated system describing the flow in the inner layer coincides with the system for the one-layer solution, whose non-self-similar solutions are considered in §4 of Chapter II and which has no solutions satisfying the boundary condition (2).

The main results of Chapter II are the theorems in which we prove that for the problem of a steady axisymmetric flow of a viscous incompressible fluid past a semi-infinite needle as \( x \to +\infty \) there are no solutions satisfying all the boundary conditions (1), (2).

In Chapter III we consider a problem with a larger number of dependent variables. This is the problem of a steady axisymmetric flow of a viscous compressible heat-conducting gas past a semi-infinite needle. Such a flow is described by a system of three partial differential equations for the stream function \( \psi \), density \( \rho \), and enthalpy \( h \) (an analogue of temperature) with two independent variables: \( x \) (along the symmetry axis) and \( r \) (the distance from the \( x \)-axis). As in Chapter II, the needle is given by \( x \geq 0, \quad r = 0 \). The boundary conditions are given at infinity as

\[
\psi = \psi_0 r^2, \quad \rho = \rho_0, \quad h = h_0 \quad \text{at } x = -\infty, \quad \text{where } \psi_0, \rho_0, h_0 = \text{const} \neq 0,
\]

and at the needle by (2). In §1, the methods of spatial power geometry are used to select a truncated system that describes the flow in the boundary layer near the needle.
as \( x \to +\infty \). It turns out that \( \rho h = \text{const} \) for its self-similar solutions. Therefore, after introducing the self-similar coordinates

\[
\xi = \frac{r^2}{x}, \quad G(\xi) = \frac{\psi}{x}, \quad P(\xi) = \rho, \quad H(\xi) = h,
\]

the truncated system reduces to a system of two ordinary differential equations for \( G(\xi) \) and \( H(\xi) \). In \( \S \) 2, we distinguish the invariant manifold \( G'H = 1 \) for this system, where it reduces to a single ordinary second-order differential equation for \( H(\xi) \).

In \( \S \S \) 3–5, the asymptotic analysis of its solutions by methods of planar power geometry is used to show that this equation has solutions that satisfy the boundary conditions at the needle and at infinity: as \( \xi \to 0 \) they have asymptotic behaviour

\[
H \sim \text{const} \xi^\lambda, \quad \lambda < 0, \quad \text{for } n = 0
\]

(that is, \( \psi \sim \text{const} x^{-1-\lambda}, \quad \rho \sim \text{const} \xi^{1-\lambda} \),

\[
H \sim \text{const} |\ln \xi|^{1/n} \quad \text{for } n \in (0, 1]
\]

(10)

\[
\text{(that is, } \psi \sim \text{const} \frac{r^2}{|\ln \xi|^{1/n}}, \quad \rho \sim \text{const} |\ln \xi|^{-1/n})
\]

and as \( \xi \to +\infty \),

\[
H - 1 \sim \text{const} \int \xi^s e^{-\xi/2} d\xi,
\]

where the constant \( n \in [0, 1] \) is the exponent in the power law \( \mu/\mu_0 = (T/T_0)^n \) giving the connection between the dynamical coefficient of viscosity \( \mu \) and the absolute temperature \( T \). Solutions with the asymptotics (9)–(11) are found theoretically.

In \( \S \) 6 of Chapter III we describe a numerical method, which is used to find the dependencies between the constants in (9)–(11) for \( n = 0, 1/4, 1/2, 3/4, 1 \). The results of the computations are given in Tables 3–6.

In \( \S \) 7 we return to the original problem and state the main result of Chapter III, namely that the problem of axisymmetric flow of a viscous compressible heat-conducting gas past a semi-infinite needle in the boundary layer as \( x \to +\infty \) has families of solutions which have asymptotic behaviour given by (9), (10) near the needle.

The Conclusion reflects the discussion provoked by this paper.

The results obtained in Chapters II and III were announced in [14–23]. The preprints [25, 24] give the first version of a detailed exposition; the preprints [26, 27, 28] give the second detailed version, which is vastly different from the first. This is the third detailed exposition, which is vastly different from both of the previous ones.

We have numbered the sections, lemmas, theorems, corollaries, remarks, and formulae separately in each chapter. The first number in a formula’s label is the number of a section. Tables and figures are numbered consecutively throughout the paper.

The authors are grateful to V. A. Kondrat’ev and M. M. Vasil’ev for useful remarks.

**Chapter I. ELEMENTS OF POWER GEOMETRY**

In this chapter we give a brief exposition of some of the notions and results from power geometry, which are used in Chapters II and III. Spatial power geometry allows us to select and simplify a truncated system of equations whose solutions give strong asymptotics for solutions of the original system. Planar power geometry allows us to obtain not only asymptotics of solutions but also asymptotic expansions of solutions. In a number of cases these expansions converge and give the solutions themselves.
1. Spatial power geometry

Here we briefly explain some notions of power geometry [13], which are used in § 2 of Chapter II and in § 1 and 7 of Chapter III. New results are given with brief proofs.

We denote by $X' = (x_1, \ldots, x_l)$ the vector of independent variables, and by $X'' = (x_{l+1}, \ldots, x_{l+m})$ the vector of dependent variables. We set $n = l + m$ and combine all the variables into one vector $X = (X', X'') = (x_1, \ldots, x_n) \in \mathbb{R}^n$. A differential monomial $a(X)$ is by definition the product of an ordinary monomial

$$cX^R \overset{\text{def}}{=} cx_1^{r_1} \cdots x_n^{r_n},$$

where $c = \text{const} \in \mathbb{R}$ and $R = (r_1, \ldots, r_n) \in \mathbb{R}^n$, and finitely many partial derivatives of the form

$$\frac{\partial^k x_j}{\partial x_1^{k_1} \partial x_2^{k_2} \cdots \partial x_l^{k_l}} \overset{\text{def}}{=} \frac{\partial |K'|}{\partial X^{R'}},$$

where $k = |k_1| + \cdots + |k_l| \overset{\text{def}}{=} |K'|$, for $K' = (k_1, \ldots, k_l)$. With each differential monomial $a(X)$ we associate its vectorial exponent $Q(a) \in \mathbb{R}^n$ by the following rule:

$$Q(cX^R) = R; \quad Q \left( \frac{\partial |K'|}{\partial X^{R'}} \right) = (-K', E_j),$$

where $j > 1$ and $E_j$ denotes the $j$-th unit vector; when two monomials are multiplied, their vectorial exponents are added: $Q(a_1a_2) = Q(a_1) + Q(a_2)$, where $a_1$ and $a_2$ are differential monomials.

A finite sum of differential monomials

$$f(X) = \sum a_k(X)$$

is called a differential sum. With this sum we associate the set in $\mathbb{R}^n$ consisting of the vectorial exponents of its monomials $S(f) = \{Q(a_k)\}$, called the support of the sum (1.1).

The convex hull $\Gamma(f)$ of the support $S(f)$ is called the polyhedron of the sum (1.1). Its boundary $\partial \Gamma(f)$ consists of faces $\Gamma_j^{(d)}$, where $d = \dim(\Gamma_j^{(d)})$ is the dimension of the face, and $j$ its number.

Let $\mathbb{R}_+^n$ denote the dual space of the space $\mathbb{R}^n$, so that the scalar product

$$\langle P, Q \rangle \overset{\text{def}}{=} p_1q_1 + \cdots + p_nq_n$$

is defined for $P = (p_1, \ldots, p_n) \in \mathbb{R}_+^n$ and $Q = (q_1, \ldots, q_n) \in \mathbb{R}^n$.

On a family of curves

$$x_i = b_i\tau^p_i, \quad b_i \neq 0, \quad p_i \in \mathbb{R}, \quad \tau \to \infty, \quad i = 1, \ldots, n,$$

where the $b_i$ are any constants in $\mathbb{R}$, a differential monomial $a$ behaves as const $\tau^{(P, Q)}$, where $Q = Q(a)$, $P = (p_1, \ldots, p_n) \in \mathbb{R}_+^n$. Therefore on this family of curves the leading monomials of the sum $f(X)$ are those for which the scalar product $\langle P, Q \rangle$ is the greatest over the points of the support of the sum $f(X)$, that is, $\langle P, Q \rangle = \max$ over $Q \in S(f)$. To find these maximum points we consider the convex hull $\Gamma(f)$ of the support $S(f)$, that is, the polyhedron of the sum (1.1). To each vector $P \neq 0, P \in \mathbb{R}^n$, there is a corresponding support face $\Gamma_j^{(d)}$ such that

$$\langle P, Q_j \rangle = \langle P, Q_2 \rangle, \quad Q_1, Q_2 \in \Gamma_j^{(d)};$$

$$\langle P, Q_1 \rangle > \langle P, Q \rangle, \quad Q \in S(f) \setminus \Gamma_j^{(d)}.$$

The vector $P$ is an exterior normal vector to the face $\Gamma_j^{(d)}$; that is, it is directed from this face outside the polyhedron $\Gamma(f)$. The set $\mathbf{U}_j^{(d)}$ of all vectors $P$ with a fixed support
face $\Gamma_j^{(d)}$ is called the \textit{normal cone of the face $\Gamma_j^{(d)}$} and is described by the system of equalities and inequalities (1.3); that is, the set $U_j^{(d)}$ is described by the formula
\[
U_j^{(d)} = \{ P : \langle P, Q_1 \rangle = \langle P, Q_2 \rangle, Q_1, Q_2 \in \Gamma_j^{(d)}; \langle P, Q_1 \rangle > \langle P, Q \rangle, Q \in S \setminus \Gamma_j^{(d)} \}.
\]

To each face $\Gamma_j^{(d)}$ there corresponds the \textit{truncated sum}
\[
\hat{f}_j^{(d)}(X) = \sum a_k(X) \quad \text{over } k \text{ such that } Q(a_k) \in \Gamma_j^{(d)}.
\]

According to [13, Ch. VI] each truncated sum $\hat{f}_j^{(d)}(X)$ is a first approximation of the sum $f(X)$ as the vector $\ln |X| = (\ln |x_1|, \ldots, \ln |x_n|)$ tends to infinity near the normal cone $U_j^{(d)}$. In particular, a motion $\tau \to \infty$ along a curve of the family (1.2) corresponds to the vector $\ln |X| = (\ln |x_1|, \ldots, \ln |x_n|)$ tending to infinity along the ray $\lambda P$ as $\lambda \to +\infty$; that is, all the non-zero components of the vector $\ln |X|$ tend to infinity.

The \textit{extended normal cone} $\hat{U}_j^{(d)}$ of a face $\Gamma_j^{(d)}$ is defined to be the union of the normal cone $U_j^{(d)}$ and the normal cones of the faces contained in the face $\Gamma_j^{(d)}$. The meaning of this notion is that the truncation $\hat{f}_j^{(d)}(X)$ corresponding to the face $\Gamma_j^{(d)}$ contains all the summands that are leading when the vector $\ln |X|$ tends to $\infty$ near the extended normal cone $\hat{U}_j^{(d)}$.

We consider a system of differential equations
\begin{equation}
(1.4)
\begin{aligned}
f_i(X) &= 0, \quad i = 1, \ldots, m,
\end{aligned}
\end{equation}

where the $f_i(X)$ are differential sums. Corresponding to each sum are its support $S(f_i)$, the polyhedron $\Gamma(f_i)$, the set of faces $\Gamma_{ij}^{(d)}$, and the set of \textit{truncated equations} $\hat{f}_{ij}^{(d)}(X)$ = 0. Suppose the support faces $\Gamma_{ij}^{(d)}$, $i = 1, \ldots, m$, correspond to a vector $P \neq 0$. Then to $P$ there corresponds the \textit{truncated system of equations}
\begin{equation}
(1.5)
\begin{aligned}
\hat{f}_{ij}^{(d)}(X) &= 0, \quad i = 1, \ldots, m.
\end{aligned}
\end{equation}

According to [13, Ch. III, § 1], the \textit{order of a function} $\varphi(\tau)$ as $\tau \to \infty$ is
\[
p(\varphi) \overset{\text{def}}{=} \lim_{\tau \to \infty} \frac{\ln |\varphi(\tau)|}{\ln \tau}
\]
if the limit exists. Functions $\varphi(\tau)$ and $\psi(\tau)$ are \textit{strongly asymptotically equivalent} if
\[
\frac{\varphi(\tau) - \psi(\tau)}{\varphi(\tau)} = O(\tau^{-\varepsilon})
\]
as $\tau \to \infty$, where $\varepsilon > 0$.

Vector functions $\Phi(X) = (\varphi_1(X), \ldots, \varphi_m(X))$ and $\Psi(X) = (\psi_1(X), \ldots, \psi_m(X))$ are \textit{strongly asymptotically equivalent} on the family of curves (1.2) if on this family
\begin{equation}
(1.6)
\begin{aligned}
\frac{\varphi_j(X) - \psi_j(X)}{\varphi_j(X)} &= O(\tau^{-\varepsilon}), \quad j = 1, \ldots, m,
\end{aligned}
\end{equation}
as $\tau \to \infty$, where $\varepsilon > 0$.

We now wish to state and prove an assertion of the following type.

\textbf{Assertion.} Suppose that the system of equations (1.4) has a solution
\begin{equation}
(1.7)
\begin{aligned}
x_j &= \varphi_j(X'), \quad j = l + 1, \ldots, n,
\end{aligned}
\end{equation}

which is defined on the family (1.2); that is, on this family all the $\varphi_j(X')$ have certain orders $p_j$ when
\begin{equation}
(1.8)
\begin{aligned}
x_i &= b_i \tau^{p_i}, \quad i = 1, \ldots, l.
\end{aligned}
\end{equation}
Then the truncated system (1.5) corresponding to the vector \( P = (p_1, \ldots, p_n) \) has a solution

\[
x_j = \psi_j(X'), \quad j = l + 1, \ldots, n,
\]

that is strongly asymptotically equivalent to the solution (1.7) on the family (1.8).

For the case where all the \( \varphi_j(X') \) in (1.7) expand into series in powers of \( X' \), this assertion follows from Theorem 1.1 of Chapter VI in [13]. However, this is not sufficient for our purposes. Therefore, below we state and briefly prove a more general version of this assertion, which is what we shall be using.

**Definitions.** In items 1–4 we consider functions \( \varphi(\tau) \) that are defined for \( \tau > \tau_0 = \text{const} \).

1. We denote by \( R(p) \) the set of functions \( \varphi(\tau) \) such that

\[
\limsup_{\tau \to -\infty} \frac{\ln |\varphi(\tau)|}{\ln \tau} \leq p.
\]

2. We denote by \( P(0) \) a class of functions \( \varphi(\tau) \) with order \( p(\varphi) \leq 0 \) that is closed under multiplication by a real constant, taking a real power, addition and multiplication, and has the following property: if the order satisfies \( p(\varphi) < 0 \), then \( \varphi(\tau) \equiv 0 \).

For example, a class \( P(0) \) may be generated from \( \varphi(\tau) \equiv 1 \) and \( \varphi(\tau) = \ln \tau \) by the operations indicated in the definition, as well as by taking logarithms and converging sums of asymptotic series.

3. We denote by \( P(p) \) the class of functions \( \varphi(\tau) \) of the form \( \varphi(\tau) = \psi(\tau)\tau^p \), where \( \psi(\tau) \in P(0) \).

4. We denote by \( P^*(p) \) the class of functions \( \varphi(\tau) \) of the form \( \varphi(\tau) = \hat{\varphi}(\tau) + \tilde{\varphi}(\tau) \), where \( \hat{\varphi}(\tau) \in P(p) \) and \( \tilde{\varphi}(\tau) \in R(p - \varepsilon) \) for \( \varepsilon > 0 \).

5. We denote by \( P(P', p) \) the class of functions \( \varphi(X') \) that are functions of class \( P(p) \) on the family (1.8) and all the partial derivatives satisfy

\[
\frac{\partial^{k}\varphi(X')}{\partial X'^{K'}} \in P(p - \langle P', K' \rangle),
\]

where \( P' = (p_1, \ldots, p_l) \).

This means that at each single differentiation of the function \( \varphi(X') \) the order decreases by one. Consequently, functions of the type \( \sin x \), \( \cos x \) are excluded.

6. We denote by \( R(P', p) \) the class of functions \( \varphi(X') \) for which property (1.10) holds on the family (1.8) and for all the derivatives \( \partial^{k}\varphi(X')/\partial X'^{K'} \), the upper limit analogous to (1.10) is \( \leq p - \langle P', K' \rangle \).

7. We denote by \( P^*(P', p) \) the class of functions \( \varphi(X') \) of the form \( \varphi(X') = \hat{\varphi}(X') + \tilde{\varphi}(X') \), where \( \hat{\varphi}(X') \in P(P', p) \) and \( \tilde{\varphi}(X') \in R(P', p - \varepsilon) \) for \( \varepsilon > 0 \).

8. We denote by \( P(P', P'') \) the class of vector functions

\[
\Phi''(X') = (\varphi_{i+1}(X'), \ldots, \varphi_n(X'))
\]

such that

\[
\varphi_j(X') \in P(P', p_j), \quad j = l + 1, \ldots, n,
\]

where \( P'' = (p_{l+1}, \ldots, p_n) \) for the \( p_j \) in (1.11).

9. We denote by \( P^*(P', P'') \) the class of vector functions

\[
\Phi''(X') = (\varphi_{i+1}(X'), \ldots, \varphi_n(X'))
\]

that have the form

\[
\Phi''(X') = \Phi''(X') + \tilde{\Phi}''(X'),
\]
where
\[ \hat{\Phi}''(X') \in \mathcal{P}(P', P'') \]
and
\[ \hat{\Phi}''(X') = (\hat{\varphi}_{l+1}(X'), \ldots, \hat{\varphi}_{n}(X')) \]
for
\[ \hat{\varphi}_j(X') \in \mathcal{R}(P', p_j - \varepsilon), \quad j = l + 1, \ldots, n, \quad \varepsilon > 0. \]

**Theorem 1.** Suppose that the system of equations (1.4) has a solution (1.7) that belongs to the class \( \mathcal{P}^*(P', P'') \). Then the truncated system (1.5) corresponding to the vector \( P = (P', P'') \) has a solution

(1.12) \[ X'' = \hat{\Phi}''(X'). \]

**Proof.** First we state two auxiliary properties a) and b), which follow immediately from the definitions (throughout, \( \varepsilon > 0 \)).

a) Let \( a(X', X'') \) be a differential monomial, and \( Q(a) = Q \) its vectorial exponent. If \( \Phi''(X') \in \mathcal{P}(P', P'') \) and \( P = (P', P'') \), then \( a(X', \Phi''(X')) \in \mathcal{P}((P, Q)) \).

If \( \Phi''(X') \in \mathcal{P}^*(P', P'') \), then
\[ a(X', \hat{\Phi}''(X')) = a(X', \hat{\Phi}''(X')) + b(X') \in \mathcal{P}^*(P', (P, Q)), \]
where \( a(X', \hat{\Phi}''(X')) \in \mathcal{P}(P', (P, Q)) \) and \( b(X') \in \mathcal{R}(P', (P, Q) - \varepsilon) \).

b) Let \( f(X', X'') \) be a differential sum, and \( \hat{f}(X', X'') \) its truncated sum corresponding to a vector \( P = (P', P'') \) and containing a monomial \( a(X', X'') \) with vectorial exponent \( Q(a) = Q \).

If \( \Phi''(X') \in \mathcal{P}(P', P'') \), then
\[ f(X', \Phi''(X')) = \hat{f}(X', \hat{\Phi}''(X')) + g(X') \in \mathcal{P}^*(P', (P, Q)), \]
where \( \hat{f}(X', \hat{\Phi}''(X')) \in \mathcal{P}(P', (P, Q)) \) and \( g(X') \in \mathcal{R}(P', (P, Q) - \varepsilon) \).

We now move on to the proof of the theorem. If \( X'' = \Phi''(X') \) is a solution of (1.4), then each of the equations (1.4) turns into the identity
\[ f_i(X', \Phi''(X')) \equiv 0. \]

Suppose that \( \hat{f}_i(X) \) contains a monomial \( a_i(X) \) with exponent \( Q(a_i) = Q_i \). According to property b) we have

(1.13) \[ f_i(X', \Phi''(X')) = \hat{f}_i(X', \hat{\Phi}''(X')) + h_i(X') \in \mathcal{P}^*(P', (P, Q_i)), \]
where

(1.14) \[ \hat{f}_i(X', \hat{\Phi}''(X')) = g_i(B', \tau)^{(P_i, Q_i)} \in \mathcal{P}((P, Q_i))) \]
on the family (1.8) and \( h_i \in \mathcal{R}((P, Q) - \varepsilon) \). Consequently, \( g_i(B', \tau) \equiv 0 \). But this means that
\[ \hat{f}_i(X', \Phi''(X')) = 0. \]
Since this is valid for each \( i = 1, \ldots, m \), the truncated system (1.5) has the solution (1.12). \( \square \)

**Example.** The truncated system (1.5) is quasi-homogeneous; that is, it is transformed into itself under the change of variables

(1.15) \[ x_i = \mu^p \tilde{x}_i, \quad i = 1, \ldots, n, \]
where \( \mu \in \mathbb{R} \). According to [29], the solution (1.12) of (1.5) is also quasi-homogeneous (or self-similar) if it is transformed into itself under the change of variables (1.15). We claim that under a quasi-homogeneous substitution in (1.12), the function \( g_i(B', \tau) \) in
the expression (1.14) is independent of \( \tau \). Indeed, make the change of variables (1.15) in (1.13). Then using (1.15) followed by (1.14) we obtain the two equalities
\[
\hat{f}_i(\mu' \tilde{X}'', \mu'' \tilde{\Phi}'(\mu' \tilde{X}'')) = \mu^{(P,Q)}_i \hat{f}_i(\tilde{X}'', \tilde{\Phi}'(\tilde{X}'')) = g_i(B', \mu) \mu^{(P,Q)}_i.
\]
But here \( \mu = \tau \) and \( \tilde{X}' = B' \). Consequently, \( g_i(B', \tau) \equiv \hat{f}_i(B', \tilde{\Phi}'(B')) \); that is, it is independent of \( \tau \). Therefore, when the solutions (1.7) of the system (1.4) with self-similar first approximations (1.12) are considered, it is sufficient to take \( P(0) \) to be the set of constants, that is, \( P(0) = \mathbb{R} \).

This means that Theorem 1 is valid for all those solutions whose first approximation is self-similar and the additions are regular under differentiation.

**Remark 1.** Using Theorem 3.3 in [30] we can estimate the quantity \( \varepsilon \) in formula (1.6), that is, we can estimate the accuracy of the asymptotics given by formula (1.12) according to (1.9). If for \( \tau \) we take one of the independent variables \( x_k \) that tends to infinity, \( 0 < k \leq l \), then the corresponding coordinate of the vector \( P \) is \( p_k = 1 \). Then
\[
0 < \varepsilon < \varepsilon_0 = \min_{1 \leq i \leq m} |\alpha_i - \beta_i|,
\]
where
\[
\alpha_i = \langle P, Q \rangle, \quad Q \in \Gamma^{(d_i)}_{ij}, \quad \beta_i = \langle P, Q_1 \rangle, \quad Q_1 \in S(f_i) \setminus \Gamma^{(d_i)}_{ij},
\]
the vector \( P \) is as in Theorem 1, and the \( \Gamma^{(d_i)}_{ij} \) are the faces corresponding to the equations of the truncated system (1.5), \( i = 1, \ldots, m \).

Consequently, by selecting truncated systems and solving them we can obtain the asymptotic behaviour of solutions of the original system. The supports of the equations of the truncated system are situated on the support planes with a common normal vector \( P \); that is, the truncated systems are quasi-homogeneous and have self-similar solutions [29]. In self-similar variables, each truncated system reduces to a system with fewer independent variables (see Theorem 3 below).

The **normal cone of the truncated system** (1.5) is defined to be the set
\[
U^{(d)}_j = U^{(d_1)}_{1j} \cap U^{(d_2)}_{2j} \cap \ldots \cap U^{(d_m)}_{mj},
\]
where \( D = (d_1, \ldots, d_m) \) and \( J = (j_1, \ldots, j_m) \), that is, this is the intersection of the normal cones of all the truncated equations involved in the truncated system. The **extended normal cone of the truncated system** (1.5) is defined to be the intersection of the extended normal cones of all the truncated equations involved in the truncated system:
\[
U^{(d)}_j = U^{(d_1)}_{1j} \cap U^{(d_2)}_{2j} \cap \ldots \cap U^{(d_m)}_{mj},
\]
where \( D = (d_1, \ldots, d_m) \) and \( J = (j_1, \ldots, j_m) \).

Suppose that, apart from the system of equations (1.4), the problem has boundary conditions of the form
\[
f_j \overset{\text{def}}{=} x_{j+l-m} - c_j x_j = 0, \quad R'_j = (r_{1j}, \ldots, r_{lj}), \quad c_j = \text{const} \neq 0,
\]
as \( x_k \to \infty \), \( j = m + 1, \ldots, m + m' \), \( m' \leq m \).

These equations can be regarded as additional to the system (1.4). To them there correspond vectorial exponents and all the other elements of power geometry. We are faced with the problem of selecting a truncated system such that its solution satisfies the boundary conditions (1.16). One can apply the technique of selecting a truncation to the equations in (1.16). But they are themselves quasi-homogeneous; therefore the only meaningful truncations coincide with the equations themselves. This is possible only for
certain values of the vector $P$, those that guarantee that, for each of the equations (1.16), the truncation coincides with the equation itself. By using these conditions on the vector $P$ one can reduce the dimension of the space of exponents $Q$ and consider the problem of finding truncations in this space of lower dimension.

The vector $P = (p_1, \ldots, p_n) = (P', P'')$ must satisfy the conditions
\begin{equation}
\langle P, Q_1 \rangle = \langle P, Q_2 \rangle, \quad Q_1, Q_2 \in S(f_j), \quad j = m + 1, \ldots, m + m'.
\end{equation}

The system of equations (1.17) can be resolved and $p_{i+1}, \ldots, p_{i+m'}$ can be expressed explicitly in terms of $P' = (p_1, \ldots, p_i)$, that is,
\begin{equation}
p_{j+i-m} = \langle P', R'_j \rangle, \quad R'_j = (r_{1j}, \ldots, r_{ij}), \quad j = m + 1, \ldots, m + m'.
\end{equation}

According to these conditions, the supports of the equations of the system (1.4) can be projected onto a space of lower dimension. Then, in the spaces $\mathbb{R}^n$ and $\mathbb{R}^n$ of vectors $P$ and $Q$, we obtain projections $P \rightarrow \bar{P}$ and $Q \rightarrow \bar{Q}$ by the following rule:
\begin{equation}
\langle P, Q \rangle = \langle \bar{P}, \bar{Q} \rangle,
\end{equation}
for the vectors
\begin{align*}
\bar{P} &= (p_1, \ldots, p_i, p_{i+m'+1}, \ldots, p_n), \\
\bar{Q} &= (q_1, \ldots, \tilde{q}_i, q_{i+m'+1}, \ldots, q_n), \\
\tilde{q}_i &= q_i + \sum_{j=m+1}^{m+m'} q_{i+l-m'r_{ij}}, \quad i = 1, \ldots, l.
\end{align*}

**Theorem 2.** The projections $Q \rightarrow \bar{Q}$ and $P \rightarrow \bar{P}$, given by the rules (1.19) and (1.20) in the spaces $\mathbb{R}^n$ and $\mathbb{R}^n$ respectively, correspond to the boundary conditions (1.16).

**Proof.** The equalities (1.18) correspond to the boundary conditions (1.16). A straightforward verification shows that (1.20) and (1.18) imply (1.19). □

Normal cones in the space $\mathbb{R}^{n-m'}$ correspond to the projection thus obtained with the points $\bar{Q} \in \mathbb{R}^{n-m'}$.

Apart from boundary conditions of the form (1.16), usually there are also additional boundary conditions in the form of the vanishing of functions and derivatives on certain subsets of the space $X'$. Certain sets of vectors $P$ or $\bar{P}$ in the space $\mathbb{R}^n$ or in its projection $\mathbb{R}^{n-m'}$ correspond to these conditions. We are interested in those truncated systems whose extended normal cone includes these sets. Corresponding to the limiting process $x_i \rightarrow 0$ we have $p_i \leq 0$; $p_i \geq 0$ corresponds to $x_i \rightarrow \infty$. This must be used in the description of additional boundary conditions.

We are interested in the asymptotics of the solution of the system (1.4) as $x_j \rightarrow \infty$ (or $x_j \rightarrow 0$); corresponding to this $p_j \geq 0$ (or $p_j \leq 0$), $j = 1, \ldots, l$, in the space $\mathbb{R}^n$. Based on these conditions we find truncated systems of the form (1.5), whose extended normal cones contain the sets corresponding to the additional boundary conditions described above, and have the property that the coordinate $p_i$ is positive or negative, depending on whether the coordinate $x_i$ tends to infinity or zero. To each of these truncated systems there corresponds its own vector $P$ that is normal to the supports of the truncated equations and the supports of the boundary conditions (1.16).

**Theorem 3** ([29] § 10). Suppose that we have the truncated system (1.5) and boundary conditions of the form (1.16) with vector $P = (P', P'') = (p_1, \ldots, p_n)$ that is normal to the supports of all these equations, that is, condition (1.18) is satisfied. Let $B'_1, \ldots, B'_{l-1}$
be a basis of the linear subspace of vectors $Q'$ satisfying the equation $\langle P', Q' \rangle = 0$. Then the system of equations (1.5), (1.16) has self-similar coordinates $\xi_i, y_j$:

$$\begin{align*}
\xi_i &= X^T P'_i, \quad i = 1, \ldots, l - 1, \\
x_j &= y_j X^T T'_j, \quad j = l + 1, \ldots, n,
\end{align*}$$

where $\langle P', T'_j \rangle = p_j$, in which it reduces to a system of $m$ equations for $m$ dependent variables $y_{l+1}, \ldots, y_n$ with independent variables $\xi_1, \ldots, \xi_{l-1}$. For $l = 2$ this is a system of ordinary differential equations, and for $l = 1$ of algebraic equations.

This method allows us to choose the truncated systems (1.5) and to find their self-similar solutions that satisfy given boundary conditions and give the asymptotic behaviour of solutions of the original system (1.4).

2. Planar power geometry

2.1. Statement of the problem: Finding the power asymptotics for solutions ([31][32], and [33 §1]). Suppose that we are given an ordinary differential equation

$$f(X) = 0,$$

where $f(X)$ is a differential sum, $X = (x, y)$, $x$ is an independent variable, and the dependent variable $y$ occurs in $f(X)$ in integer powers. We set

$$\omega = \begin{cases} -1 & \text{if } x \to 0, \\ 1 & \text{if } x \to \infty. \end{cases}$$

Suppose that $x$ tends to zero or to infinity, and equation (2.1) has a solution of the form

$$y = c_r x^r + o([x]^r),$$

where $c_r = \text{const} \in \mathbb{R}, c_r \neq 0$, and the exponents satisfy $r, \varepsilon \in \mathbb{R}$ and $\varepsilon \omega < 0$. Then the expression

$$y = c_r x^r, \quad c_r \neq 0$$

is a power asymptotic of the solution (2.3).

**Problem 1.** For the solutions $y = \varphi(x)$ of equation (2.1) find all the power asymptotics (2.4) as $x \to 0$ and as $x \to \infty$.

We repeat some of the definitions of §1 as applied to planar power geometry. With each differential monomial $a(X)$ we associate its (vectorial) exponent $Q(a) = (q_1, q_2) \in \mathbb{R}^2$ by the following rules. For a monomial we set $Q(cx^{r_1}y^{r_2}) = (r_1, r_2)$; for a derivative, $Q(d/dx) = (-l, 1)$; when differential monomials are multiplied their exponents are added as vectors: $Q(a_1 a_2) = Q(a_1) + Q(a_2)$. The set $S(f)$ of the exponents $Q(a_i)$ of all the differential monomials $a_i(X)$ involved in a differential sum $f(X) \triangleq \sum a_i(X)$ is called the support of the sum. Clearly, $S(f) \subseteq \mathbb{R}^2$. We denote by $f_Q(X)$ the sum of those monomials $a_i(X)$ in $f(X)$ for which $Q(a_i) = Q$. Then the differential sum can be written in the form

$$f(X) = \sum f_Q(X) \quad \text{over} \quad Q \in S(f).$$

The convex hull $\Gamma(f)$ of the support $S(f)$ is called the polygon of the sum $f(X)$. The boundary $\partial \Gamma(f)$ of the polygon $\Gamma(f)$ consists of vertices $\Gamma^{(0)}_j$ and edges $\Gamma^{(1)}_j$, which are called (generalized) faces $\Gamma^{(d)}_j$, where the upper index indicates the dimension of the face,
and the lower indicates its number. To each face $\Gamma^{(d)}_j$ there corresponds the truncated sum
\begin{equation}
\tilde{f}^{(d)}_j(X) = \sum a_i(X) \text{ over } Q(a_i) \in S(f) \cap \Gamma^{(d)}_j \overset{\text{def}}{=} S^{(d)}_j.
\end{equation}

Suppose that $\mathbb{R}^2_+$ is the dual plane of the plane $\mathbb{R}^2$, so that the scalar product
\begin{equation}
\langle P, Q \rangle \overset{\text{def}}{=} p_1q_1 + p_2q_2
\end{equation}
is defined for $P = (p_1, p_2) \in \mathbb{R}^2_+$ and $Q = (q_1, q_2) \in \mathbb{R}^2$. To each face $\Gamma^{(d)}_j$ there also corresponds in $\mathbb{R}^2_+$ its own normal cone
\[ U^{(d)}_j = \left\{ P : \langle P, Q \rangle = \langle P, Q' \rangle, \quad Q, Q' \in S^{(d)}_j, \quad \langle P, Q \rangle > \langle P, Q'' \rangle, \quad Q'' \in S(f) \setminus S^{(d)}_j \right\}. \]

For an edge $\Gamma^{(1)}_j$, the normal cone $U^{(d)}_j$ is the ray of the straight line orthogonal to the edge $\Gamma^{(1)}_j$ and passing through the origin $P = 0$ that is directed from the edge $\Gamma^{(1)}_j$ outward from the polygon $\Gamma(f)$. For a vertex $\Gamma^{(0)}$, the normal cone $U^{(0)}_j$ is the open sector (angle) on the plane $\mathbb{R}^2$ with vertex at the origin $P = 0$ bounded by the rays that are the normal cones of the edges adjacent to the vertex $\Gamma^{(0)}_j$.

Thus, to each face $\Gamma^{(d)}_j$ of the support $S(f)$ of equation (2.1) there correspond the normal cone $U^{(d)}_j$ in $\mathbb{R}^2_+$ and the truncated equation
\begin{equation}
\tilde{f}^{(d)}_j(X) = 0.
\end{equation}

The support of the power asymptotic (2.4) consists of the two points $E_2 \overset{\text{def}}{=} (0, 1)$ and $(r, 0)$. Their convex hull is an edge, which is denoted by $\gamma^{(1)}$. The vector $(1, r)$ is normal to it. The normal cone $u$ of a solution of the form (2.3) is the ray $\lambda \omega(1, r)$, where $\omega$ is defined by (2.2) and $\lambda > 0$.

**Theorem 4** ([13 Ch. VI, Theorem 1.1]). If equation (2.1) has a solution of the form (2.3) such that $u = \lambda \omega(1, r) \subset U^{(d)}_j$, then the truncation (2.4) of the solution (2.3) is a solution of the truncated equation (2.8) corresponding to the face $\Gamma^{(d)}_j$.

This is a special case of Theorem 1 for $n = 2$ and a power asymptotic.

Therefore, in order to find all the truncated solutions (2.4) of equation (2.1), one must calculate the support $S(f)$, the polygon $\Gamma(f)$, all its faces $\Gamma^{(d)}_j$, and their normal cones $U^{(d)}_j$. Then, for each truncated equation (2.8), one must find all its solutions (2.4) such that one of the vectors $\pm(1, r)$ belongs to the normal cone $U^{(d)}_j$. If $d = 0$, then this means that one of the vectors $\pm(1, r) = \omega R$ belongs to $U^{(d)}_j$. If $d = 1$, then this property is always satisfied. The value of $\omega$ is also determined in this process.

### 2.2. Solution of the truncated equation ([31 [32], and [33 §1]). Here we consider two cases separately: a vertex $\Gamma^{(0)}_j$, and an edge $\Gamma^{(1)}_j$.

Corresponding to the vertex $\Gamma^{(0)}_j = \{Q\}$ is the truncated equation (2.8) with the one-point support $Q$ and with $d = 0$. We set $g(X) \overset{\text{def}}{=} X^{-\nu} \tilde{f}^{(0)}_j(X)$; then the solution (2.4) of equation (2.8) satisfies the equation $g(X) = 0$. By substituting $y = cx^{\nu}$ into $g(X)$ we find that $g(x, cx^{\nu})$ is independent of $x$ and $c$ and is a polynomial in $r$, that is, $g(x, cx^{\nu}) \equiv \chi(r)$, where $\chi(r)$ is the characteristic polynomial of the differential sum $\tilde{f}^{(0)}_j(X)$. Consequently,
for the solution (2.4) of equation (2.8) the exponent \( r \) is a root of the characteristic equation

\[
\chi(r) \overset{\text{def}}{=} g(x, x^r) = 0,
\]

while the coefficient \( c_r \) is arbitrary. From the roots \( r_i \) of equation (2.9), we have to select only those for which one of the vectors \( \omega(1, r) \), where \( \omega = \pm 1 \), belongs to the normal cone \( U_j^{(0)} \) of the vertex \( \Gamma_j^{(0)} \). The corresponding expressions (2.4) with an arbitrary constant \( c_r \) are candidates for the role of truncated solutions of equation (2.1). Here, according to (2.2), if \( \omega = -1 \), then \( x \to 0 \), and if \( \omega = 1 \), then \( x \to \infty \).

Corresponding to an edge \( \Gamma_j^{(1)} \) we have the truncated equation (2.8) with \( d = 1 \), whose normal cone \( U_j^{(1)} \) is the ray \( \{\lambda N_j : \lambda > 0\} \), where \( N_j \) is an exterior normal vector to the edge \( \Gamma_j^{(1)} \). The normal cone \( U \) of the truncated solution (2.4) intersects \( U_j^{(1)} \) only if the vector \( \omega(1, r) \) belongs to \( U_j^{(1)} \). This uniquely determines the exponent \( r \) of the truncated solution (2.4) and the value \( \omega = \pm 1 \) in (2.2). To determine the coefficient \( c_r \) we must substitute the expression (2.4) into the truncated equation (2.8). After factoring out some power of \( x \) we obtain the algebraic \textit{defining equation} for the coefficient \( c_r \),

\[
\tilde{f}(c_r) \overset{\text{def}}{=} x^{-s} \tilde{f}_j^{(1)}(x, c_r x^r) = 0.
\]

Each of its roots \( c_r = c_r^{(i)} \neq 0 \) has its own corresponding expression (2.4), which is a candidate for the role of a truncated solution of equation (2.1).

Thus, each truncated equation (2.8) has several suitable solutions (2.4) with \( u \subset U_j^{(d)} \). We combine them into families that are continuous in \( \omega, r, c_r \), and the parameters of equation (2.1); we denote these families by \( F_j^{(d)} k \), where \( k = 1, 2, \ldots \).

If we are not interested in all the solutions (2.3) of equation (2.1) but only in those whose normal cone \( U \) is contained in some given cone \( K \), then \( K \) is called the \textit{cone for the problem}.

2.3. \textbf{Critical numbers of a truncated solution ([31], [32], and [33, §1])}. If a truncated solution (2.4) is found, then the change of variables

\[
y = c_r x^r + z
\]

reduces equation (2.1) to the form

\[
\tilde{f}(x, z) \overset{\text{def}}{=} f(x, cx^r + z) \overset{\text{def}}{=} \mathcal{L}(x)z + h(x, z) = 0,
\]

where \( \tilde{f}(x, z) \) is a differential sum and all the points \( Q = (q_1, q_2) \) of its support \( S(\tilde{f}) \) have non-negative integer coordinate \( q_2 \). Here, \( \mathcal{L}(x) \) is a linear differential operator and the support \( S(\mathcal{L}z) \) consists of a single point \( (v, 1) \), which is a vertex \( \Gamma_1^{(0)} \) on the polygon \( \Gamma(\tilde{f}) \); all points \( Q = (q_1, q_2) \) of the support \( S(h) \) have coordinate \( q_2 \geq 0 \) and \( S(h) \) does not contain the point \( Q = (v, 1) \); the normal cone of the vertex \( \Gamma_1^{(0)} \) contains a vector \( P = (p_1, p_2) \) with \( p_1 \omega > 0 \). For equation (2.12), the cone for the problem can be written in the form

\[
K = \{ s = p_2/p_1 : s \omega < r \omega, p_1 \omega > 0 \};
\]

that is, we seek only those solutions \( z = c_s x^s + o(x^{s-r}) \) of equation (2.12) for which \( s \in K \).
Recall that a differential sum \( f(x, y) \) has the first variation (or the Fréchet derivative) \( \delta f(x, y)/\delta y \), which has the following properties:

\[
\frac{\delta (cx^{q_1}y^{q_2})}{\delta y} = c q_2 x^{q_1} y^{q_2 - 1}, \quad \frac{\delta (d^i y/dx^i)}{\delta y} = \frac{d^i}{dx^i}.
\]

\[
\frac{\delta (f + g)}{\delta y} = \frac{\delta f}{\delta y} + \frac{\delta g}{\delta y}, \quad \frac{\delta (fg)}{\delta y} = \left( \frac{\delta f}{\delta y} \right) g + f \left( \frac{\delta g}{\delta y} \right).
\]

**Theorem 5** \([34]\). Suppose that \((2.4)\) is a solution of the truncated equation \((2.8)\) with \( u \in U_j^{(d)} \). Then the operator \( \mathcal{L}(x) \) in equation \((2.12)\) satisfies

\[
\mathcal{L}(x) = \frac{\partial f^{(d)}_j(x, y)}{\partial y} \quad \text{at} \quad y = c_r x^r;
\]

that is, it is equal to the first variation calculated at the solution \((2.4)\). Furthermore, \( S(\mathcal{L}z) = (v, 1), \) where \( v = (Q_1, (1, r)) \) with \( Q_1 \in \Gamma_j^{(d)} \).

Let \( \nu(k) \) be the characteristic polynomial of the differential sum \( \mathcal{L}(x)z \), that is,

\[
\nu(k) = x^{-\nu} \mathcal{L}(x)x^k.
\]

If \( \nu(k) \neq 0 \), then the roots \( k_1, \ldots, k_s \) of the polynomial \( \nu(k) \) are called the eigenvalues of the truncated solution \((2.4)\). Those of the real eigenvalues \( k_i \) that belong to the cone for the problem \((2.12)\) are called the critical numbers.

### 2.4. Statement of the problem concerning power-logarithmic expansions of solutions \([32, 35], \text{and} \ [33, \S 1]\).

If we seek solutions of equation \((2.12)\) with \( \nu(k) \neq 0 \) in the form of a power series

\[
z = \sum c_s x^s, \quad \omega s < \omega r,
\]

where \( c_s = \text{const} \in \mathbb{R} \), then such an expansion of solutions exists only under certain conditions. Here a basic condition is the absence of critical values. However, if these conditions are not imposed, then expansions of the form \((2.16)\) are obtained with the \( c_s \) being polynomials in \( \ln x \).

**Problem 2.** Find the expansions

\[
z = \sum \beta_s (\ln x)x^s
\]

for solutions of equation \((2.12)\), where the \( \beta_s \) are polynomials in \( \ln x \) and the exponents \( s \) belong to \((2.13)\), which is the cone for problem \((2.12)\).

### 2.5. Support of an expansion of a solution \([32, 35], \text{and} \ [33, \S 3]\).

We consider equation \((2.12)\) in the non-degenerate case where \( \mathcal{L} \neq 0 \) and \( \nu(k) \neq 0 \). Then to the term \( \mathcal{L}(x)z \) there corresponds only one vertex \((v, 1)\) of the polygon \( \Gamma(\bar{f}) \). We translate the support \( S(\bar{f}) \) by the vector \(- (v, 1)\). Then the vertex \((v, 1)\) is translated to the origin. Let \( S' + \) be the set of finite sums of vectors \( Q \in S' \overset{\text{def}}{=} S(\bar{f}) - (v, 1) \) and let

\[
K = S'_+ \cap \{q_2 = -1\}.
\]

Let \( \alpha \) be the number of critical values \( k_i \) of the truncated solution \((2.4)\). We consider separately the cases with \( \alpha = 0 \) and \( \alpha = 1 \).

**Case \( \alpha = 0 \).**

**Theorem 6.** In the case \( \alpha = 0 \) there is an expansion \((2.16)\) of a solution of equation \((2.12)\) in which all the exponents \( s \) belong to the set \( K \) and all the coefficients \( c_s \) are uniquely determined.
Lemma 1. Let $\Gamma_j^{(0)}$ be a vertex of the polygon $\Gamma(f)$ of equation (2.1) such that the truncated equation $\tilde{\Gamma}_j^{(0)}(X) = 0$ has the solution (2.4), the vector $\omega(1,r)$ belongs to $U_j^{(0)}$, and all the points of the translated support $S(f) - \Gamma_j^{(0)}$ can be represented in the form $lR_1 + mR_2$, where $l, m \geq 0$ are integers, while $R_1$ and $R_2$ are some vectors. Then the set (2.18) of equation (2.12) satisfies

$$K \subset \{s = r + l_1r_1 + l_2r_2, \text{ for integers } l_1, l_2 \geq 0, \ l_1 + l_2 > 0\},$$

where $r_1 = ((1, r), R_1)$ and $r_2 = ((1, r), R_2)$.

A set $Z$ of points in the plane $\mathbb{R}^2$ is called a lattice if for any two vectors $Q, Q' \in Z$ their sum $Q + Q'$ and difference $Q - Q'$ belong to $Z$. Vectors $B_1$ and $B_2$ form a basis of the lattice $Z$ if any point $Q$ of $Z$ can be represented in the form $Q = n_1B_1 + n_2B_2$, where $n_1, n_2 \in \mathbb{Z}$, that is, $n_1, n_2$ are integers. Let $S$ be some set in $\mathbb{R}^2$ and let $Q \in S$. The set of points $S' \overset{\text{def}}{=} S - Q$ is called a shifted set $S$. For the truncated solution (2.4), the support $s$ consists of the two points $Q_1 = (0, 1)$ and $Q_2 = (r, 0)$. Therefore the shifted support $s'$ consists of the points $0$ and $Q_2 - Q_1 = (r, -1)$.

Remark 2. If the shifted supports $S'(f)$ of equation (2.1), and $s'$ of the truncated solution (2.4), are contained in some lattice $Z$, then

$$K \subset Z \cap \{q_2 = -1\} \cap K.$$  

Case $\omega = 1$. Suppose that $k_1$ is the unique critical value. We denote by $S'_{+(k_1)}$ the set of finite sums of vectors $Q \in S' \overset{\text{def}}{=} S(f) - (v, 1)$ and the vector $(k_1, -1)$ and set

$$K(k_1) = S'_{+(k_1)} \cap \{q_2 = -1\}.$$  

Theorem 7. If in the case $\omega = 1$ the unique critical value $k_1$ does not belong to the set $K$, then there is an expansion (2.16) of a solution of equation (2.12), where the exponents $s$ belong to the set $K(k_1)$, the coefficient $c_{k_1}$ is arbitrary, and the other coefficients $c_s$ are uniquely determined.

Lemma 2. If the set (2.18) has the form

$$K = \{k = r + l\pi, \text{ for integers } l > 0\},$$

then the set (2.20) has the form

$$K(k_1) = \{k = r + l\pi + m(k_1 - r), \text{ for integers } l, m \geq 0, \ l + m > 0\}.$$  

Remark 3. If the set $S' = S(f) - (v, 1)$ and the point $(k_1, -1)$ are contained in some lattice $Z(k_1)$, then

$$K(k_1) \subset Z(k_1) \cap \{q_2 = -1\} \cap K.$$  

Theorem 8. If the set $S(f)$ has no accumulation points on the plane $\mathbb{R}^2$, then the sets (2.18) and (2.20) have no accumulation points on the real line $\mathbb{R}$.

Theorem 9. If in the case $\omega = 1$ the unique critical value $k_1$ belongs to $K$, then equation (2.12) has a formal solution of the form (2.17),

$$z = z^*(x) \overset{\text{def}}{=} \sum \beta_s x^s, \quad s \in K,$$

where the $\beta_s$ are constants if $\omega_s < \omega k_1$, the $\beta_s$ are polynomials in $\ln x$ if $\omega_s \geq \omega k_1$, and $\beta_{k_1}$ is a linear polynomial in $\ln x$ with an arbitrary constant term.

The maximum of the orders $l$ of all the derivatives $d^l y/dx^l$ involved in a differential monomial $a(x)$ is called its differentiation order and is denoted by $\pi(a)$. The differentiation order $\pi(f)$ of the sum (1.1) is defined as the greatest of the differentiation orders $\pi(a_i)$ of its monomials $a_i(X)$.
Theorem 10. Suppose that under the hypotheses of Theorems 6 and 7, in the sum \((2.12)\) \(\pi(Lx) = \pi(f)\); then the expansion \((2.16)\) is absolutely convergent for sufficiently small \(|x| \neq 0\) as \(x \to 0\), and for sufficiently small \(|x|^{-1} \neq 0\) as \(x \to \infty\) (that is, for sufficiently small \(|x|^{-\omega} \neq 0\)).

2.6. Statement of the problem concerning non-power asymptotics of solutions (\[32\], \[36\], and \[33\], \S 5). Suppose that \(x \to 0\) or \(x \to \infty\). Two functions \(\varphi(x)\) and \(\psi(x)\) are said to be weakly (asymptotically) equivalent if

\[
\frac{\psi(x)}{\varphi(x)} \to 1.
\]

Then the function \(\varphi(x)\) is a weak asymptotic of the function \(\psi(x)\), and vice versa. We denote the \(k\)-multiple exponential and logarithm by \(\exp(k)\{x\}\) and \(\ln(k)\{x\}\), respectively, that is,

\[
\exp(k)\{x\} \overset{\text{def}}{=} \exp\{\exp(\ldots\exp(x))\ldots\} \quad \text{and} \quad \ln(k)\{x\} \overset{\text{def}}{=} \ln(\ln(\ldots(\ln(x))\ldots)).
\]

Problem 3. For solutions of equation \((2.1)\), where \(f(x,y)\) is a differential sum, find all (weak) asymptotics of the form

\[
y = cx^r(\exp\{x\})^{s_1} \ldots (\exp(k)\{x\})^{s_k}(\ln(x)^{t_1} \ldots (\ln(x)^{t_l}x)^t,
\]

where \(c = \text{const} \in \mathbb{R}, c \neq 0\), and \(r, s_i, t_i = \text{const} \in \mathbb{R}\).

In \S 2.2 we expounded a method for calculating all the power asymptotics, that is, asymptotics of the form \((2.4)\). Therefore here we focus on calculating all the non-power asymptotics of solutions, that is, not having the form \((2.4)\).

Let \(y = \varphi(x)\) be a solution of equation \((2.1)\), and suppose that the function \(\varphi(x)\) has order \(r\). Then the normal cone \(\mathbf{u}\) of this solution is the ray

\[
\mathbf{u} = \left\{ \begin{array}{ll}
\lambda(0,-1) & \text{if } r = -\infty; \\
\lambda\omega(1,r) & \text{if } r \in \mathbb{R}; \\
\lambda(0,1) & \text{if } r = +\infty, \lambda > 0.
\end{array} \right.
\]

The notion of the cone for the problem also applies to solutions when the normal cone \(\mathbf{u}\) has this definition.

Two functions \(\varphi(x)\) and \(\psi(x)\) are strongly (asymptotically) equivalent if

\[
\varphi(x) = \psi(x)\left[1 + o(|x|^{\omega_2}|\psi(x)|^{\omega_2})\right]
\]

for some \(\varepsilon < 0\), where

\[
\omega_2 = \left\{ \begin{array}{ll}
-1 & \text{if } \psi(x) \to 0, \\
0 & \text{if } \psi(x) \to \text{const} \neq 0, \\
1 & \text{if } \psi(x) \to \infty.
\end{array} \right.
\]

Then the function \(\varphi(x)\) is a strong asymptotic of the function \(\psi(x)\), and vice versa. This is a special case of the strong asymptotic equivalence introduced in \S 1 of this chapter.

Theorem 11 (\[13\] Ch. VI, Theorem 1.1). If \(\mathbf{u}\) is the normal cone of a solution \(y = \varphi(x)\) of equation \((2.1)\), then the truncated equation \((2.8)\) such that \(\mathbf{u} \subset \mathbf{U}_j^{(d)}\) has a strongly asymptotically equivalent solution \(y = \psi(x)\).

This is Theorem 1 for \(n = 2\).

Thus, Problem 3 reduces to finding all the truncated equations and their normal cones and to a finite number of the following problems.
Problem 4. For the truncated equation (2.8), find all the (weak) asymptotics of its solutions \( y = \psi(x) \) with \( \omega(1, r) \in U_j^{(d)} \).

The polygon \( \Gamma(f) \) corresponds to equation (2.1), and \( \Gamma_j^{(d)} \), one of its edges or vertices corresponds to the truncated equation (2.8). Below we consider separately three methods for the reduction of Problem 4, depending on the inclination of the edge.

2.7. A vertical edge \( \Gamma_j^{(1)} \) ([32, 36], and [35] § 5]). If the edge \( \Gamma_j^{(1)} \) is vertical, then its normal cone is

\[
U_j^{(1)} = \lambda \omega(1, 0), \quad \lambda > 0,
\]

and the coordinate \( q_1 \) is the same for all points \( Q = (q_1, q_2) \in \Gamma_j^{(1)} \). We set

\[
g(x, y) = x^{-q_1} \tilde{g}_j^{(d)}(x, y);
\]

then the support \( S(g) \) lies on the coordinate axis \( q_1 = 0 \). According to (2.24) all the power solutions (2.4) with \( \omega(1, r) \in U_j^{(1)} \) are constants \( y = y^0 = \text{const} \), where \( y^0 \) is a root of the defining equation

\[
\tilde{g}(y) \overset{\text{def}}{=} g(0, y) = 0.
\]

A root \( y^0 \) of equation (2.26) is called repeated if the derivative \( d\tilde{g}(y)/dy \) vanishes at it.

To find the non-power solutions of equation (2.8) we make the logarithmic transformation

\[
\xi \overset{\text{def}}{=} \ln x.
\]

Then, according to Theorem 2.4 in [13, Ch. VI], the differential sum \( g(x, y) \) is transformed into a differential sum \( h(\xi, y) \overset{\text{def}}{=} g(x, y) \), and equation (2.8) takes the form

\[
h(\xi, y) = 0.
\]

It is clear from (2.27) that \( \xi \to \infty \) as \( x \to 0 \) and as \( x \to \infty \); that is, for equation (2.28) we obtain Problems 1 and 2, and the cone for the problem is

\[
p_1 \geq 0.
\]

Theorem 12. Finite limiting values \( y^0 \neq 0 \) of non-constant solutions of equation (2.28) are repeated solutions of equation (2.26).

Suppose that the edge \( \Gamma_j^{(1)} \) connects the vertices \( \Gamma_{j-1}^{(0)} = (q'_1, q'_2) \) and \( \Gamma_j^{(0)} = (q_1', q_2') \), where \( q'_2 < q'_2 \) are integers. We say that equation (2.26) has an infinite root if the degree of the polynomial in (2.26) is less than \( q'_2 \), and a zero root if the lowest degree in \( y \) of the polynomial in (2.26) is greater than \( q'_2 \).

Theorem 13. If equation (2.26) does not have an infinite (zero) root, then equation (2.28) has no solutions tending to infinity (zero).

Note that the truncation of equation (2.28) with respect to the vector \((1, 0)\) is equation (2.26), that is, \( \tilde{g}(y) \equiv \tilde{h}(\xi, y) \). To find the solutions of equation (2.28) with infinite or zero limiting values of \( y \), for equation (2.28) one must select the truncated equations corresponding to the cone for the problem (2.29). To find the solutions of equation (2.28) with finite limiting values one must find all the repeated roots of equation (2.26). Let \( y^0 \) be such a repeated root. Use the translation \( y = y^0 + z \) to place this root at the origin. Equation (2.28) takes the form

\[
\tilde{h}(\xi, z) \overset{\text{def}}{=} h(\xi, y^0 + z) = 0.
\]
Now for equation (2.30) select its truncated equations with the cone for the problem $p_1 \geq 0, p_2 \leq 0$. This is again Problem 1.

2.8. An inclined edge $\Gamma_j^{(1)}$ ($[32, 36]$, and $[33, \S 5]$). Suppose that the vector $(1, r)$ with $r \neq 0$ is normal to the edge $\Gamma_j^{(1)}$.

Theorem 14 ([13, Ch. VI, Theorem 2.2]). The power transformation

\begin{equation}
y = zx^r
\end{equation}

reduces equation (2.8) to the form

\begin{equation}
\tilde{f}(x, z) \overset{\text{def}}{=} \tilde{f}_j^{(1)}(x, zx^r) = 0,
\end{equation}

where $\tilde{f}(x, z)$ is a differential sum and its support $S(\tilde{f})$ is situated on the vertical line $q_1 = \text{const}$.

Thus, the power transformation (2.31) reduces the case of an inclined edge to the case of a vertical edge. If we substitute $y = cx^r$ into the truncated equation (2.8), then for the coefficient $c$ we obtain the defining equation

\begin{equation}
x^s \tilde{f}(c) \overset{\text{def}}{=} \tilde{f}_j^{(1)}(x, cx^r) = 0,
\end{equation}

where $\tilde{f}(c)$ is a polynomial in the coefficient $c$. Here this polynomial plays the same role as the polynomial $\tilde{g}(y)$ in equation (2.26).

Remark 4. In particular, if this polynomial has no infinite, zero, or repeated roots, then equation (2.8) has no suitable non-power solutions, that is, there is no need in the transformation (2.31) and further investigation.

2.9. A horizontal edge $\Gamma_j^{(1)}$ ($[32, 36]$, and $[33, \S 5]$). In this case all the points $Q = (q_1, q_2)$ of the edge $\Gamma_j^{(1)}$ have the same coordinate $q_2$. We set

\begin{equation}
g(x, y) \overset{\text{def}}{=} y^{-q_2} \tilde{f}_j^{(1)}(x, y)
\end{equation}

and perform the logarithmic transformation

\begin{equation}
\eta = \frac{d \ln y}{dx}.
\end{equation}

According to Theorem 2.4 in [13, Ch. VI], under this transformation the differential sum $g(x, y)$ becomes a differential sum $h(x, \eta) \overset{\text{def}}{=} g(x, y)$, and equation (2.8) takes the form

\begin{equation}
h(x, \eta) = 0.
\end{equation}

For equation (2.35) we now obtain Problem 1 where the cone for the problem is

\[p_1 + p_2 \geq 0.\]
Chapter II. Flow of a Viscous Incompressible Fluid Past a Needle

1. Transforming the System of Navier–Stokes Equations

We consider the system of Navier–Stokes equations \[37, \text{Ch. VIII, §76}, \] \[38, \text{Ch. 3, §3.3}, \] which describes a steady flow of a viscous incompressible fluid in space,

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} + \frac{\partial u}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial x} &= \nu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right), \\
\frac{\partial u}{\partial y} + \frac{\partial v}{\partial y} + \frac{\partial v}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial y} &= \nu \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} + \frac{\partial^2 v}{\partial z^2} \right), \\
\frac{\partial u}{\partial z} + \frac{\partial w}{\partial y} + \frac{\partial w}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial z} &= \nu \left( \frac{\partial^2 w}{\partial x^2} + \frac{\partial^2 w}{\partial y^2} + \frac{\partial^2 w}{\partial z^2} \right), \\
\frac{\partial u}{\partial x} + \frac{\partial v}{\partial y} + \frac{\partial w}{\partial z} &= 0.
\end{align*}
\]

Here \(x, y, \) and \(z\) are Cartesian coordinates; \(u, v, \) and \(w\) are the components of the flow velocity vector along the \(x-, y-, \) and \(z-\)axis, respectively; \(p\) is the pressure; \(\rho\) is the density; \(\nu\) is the kinematic viscosity coefficient; \(\rho, \nu = \text{const} \neq 0.\)

After passing to cylindrical coordinates the system takes the following form \([37, \text{Ch. VIII, §76}, \) \[38, \text{Appendix 2}, \]):

\[
\begin{align*}
V_r \frac{\partial V_r}{\partial r} + V_x \frac{\partial V_r}{\partial \varepsilon} + V_z \frac{\partial V_r}{\partial z} - \frac{V_r^2}{r} + \frac{1}{\rho} \frac{\partial p}{\partial r} &= \nu \left( \nabla^2 V_r - \frac{V_r}{r^2} - \frac{2}{r^2} \frac{\partial V_r}{\partial \varepsilon} \right), \\
V_r \frac{\partial V_\varepsilon}{\partial r} + V_x \frac{\partial V_\varepsilon}{\partial \varepsilon} + V_z \frac{\partial V_\varepsilon}{\partial z} + \frac{V_r V_\varepsilon}{r} + \frac{1}{\rho} \frac{1}{\varepsilon} \frac{\partial p}{\partial \varepsilon} &= \nu \left( \nabla^2 V_\varepsilon + \frac{2}{r^2} \frac{\partial V_r}{\partial \varepsilon} - \frac{V_\varepsilon}{r^2} \right), \\
V_r \frac{\partial V_z}{\partial r} + V_x \frac{\partial V_z}{\partial \varepsilon} + V_z \frac{\partial V_z}{\partial z} + \frac{1}{\rho} \frac{\partial p}{\partial z} &= \nu \nabla^2 V_z, \\
\frac{\partial (r V_r)}{\partial r} + \frac{\partial V_\varepsilon}{\partial \varepsilon} + \frac{\partial (r V_z)}{\partial z} &= 0,
\end{align*}
\]

where

\(\nabla^2 \equiv \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \varepsilon^2} + \frac{\partial^2}{\partial z^2};\)

\(x, r, \) and \(\varepsilon\) are the cylindrical coordinates \(y = r \sin \varepsilon, z = r \cos \varepsilon; V_x, V_r, \) and \(V_\varepsilon\) are the components of the flow velocity vector. For an axisymmetric flow one can eliminate the angular component \(\varepsilon\) and the corresponding component \(V_\varepsilon\) of the flow velocity vector from the system. Then the system (1.2) takes the form

\[
\begin{align*}
V_r \frac{\partial V_r}{\partial r} + V_x \frac{\partial V_r}{\partial x} + \frac{1}{\rho} \frac{\partial p}{\partial r} &= \nu \left( \frac{\partial^2 V_r}{\partial r^2} + \frac{1}{r} \frac{\partial V_r}{\partial r} + \frac{\partial^2 V_r}{\partial x^2} - \frac{V_r}{r^2} \right), \\
V_r \frac{\partial V_x}{\partial r} + V_x \frac{\partial V_x}{\partial x} + \frac{1}{\rho} \frac{\partial p}{\partial x} &= \nu \left( \frac{\partial^2 V_x}{\partial r^2} + \frac{1}{r} \frac{\partial V_x}{\partial r} + \frac{\partial^2 V_x}{\partial x^2} \right), \\
\frac{\partial (r V_r)}{\partial r} + \frac{\partial (r V_x)}{\partial x} &= 0.
\end{align*}
\]

Using the third equation we introduce the stream function \(\psi\) by the formulæ

\[
\begin{align*}
V_x &= \frac{1}{r} \frac{\partial \psi}{\partial r}, & V_r &= \frac{1}{r} \frac{\partial \psi}{\partial x}.
\end{align*}
\]
Then the system (1.3) takes the form
\[ f_1 \overset{\text{def}}{=} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) - \frac{1}{r^2} \frac{\partial}{\partial x} \left( \frac{1}{r} \frac{\partial \psi}{\partial x} \right) + \frac{1}{\rho} \frac{\partial \rho}{\partial r} \right] + \nu \left[ \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial^2 \psi}{\partial x^2} \right) + \frac{\partial^2}{\partial x^2} \left( \frac{1}{r} \frac{\partial \psi}{\partial x} \right) \right] = 0, \]
\[ f_2 \overset{\text{def}}{=} \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + \frac{1}{r^2} \frac{\partial}{\partial x} \left( \frac{1}{r} \frac{\partial \psi}{\partial x} \right) + \frac{1}{\rho} \frac{\partial \rho}{\partial x} \right] - \nu \left[ \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + \frac{\partial^2}{\partial x^2} \left( \frac{1}{r} \frac{\partial \psi}{\partial x} \right) \right] = 0. \]
(1.5)

In the notation of Chapter I, § 1,
\[ x_1 = x, \quad x_2 = r, \quad x_3 = \psi, \quad x_4 = p. \]

2. First approximations to the solution at infinity

We now consider a steady flow of a viscous incompressible fluid past a semi-infinite needle occupying the half-line \( \{x, y, z : x \geq 0, y = z = 0\} \) in the direction of the positive \( x \)-axis. Such a flow is described by the system of Navier–Stokes equations (1.1) with the boundary conditions
\[ u = u_\infty, \quad v = w = 0, \quad p = p_0 \quad \text{at} \ x = -\infty, \quad \text{where} \ u_\infty, p_0 = \text{const} \neq 0; \]
\[ u = v = w = 0 \quad \text{for} \ x \geq 0, \ y = z = 0. \]
(2.1)

In cylindrical coordinates this flow is described by the system (1.3) with the boundary conditions
\[ V_z = u_\infty, \quad V_r = 0, \quad p = p_0 \quad \text{at} \ x = -\infty; \]
\[ V_z = V_r = 0 \quad \text{for} \ x \geq 0, \ r = 0. \]
(2.2)

According to (1.4), an axisymmetric flow past the needle is also described by the system (1.5) with the following boundary conditions at infinity and at the needle:
\[ \psi = u_\infty \frac{r^2}{2}, \quad p = p_0 \quad \text{at} \ x = -\infty, \quad \text{where} \ u_\infty, p_0 = \text{const} \neq 0; \]
\[ \frac{\partial \psi}{\partial x} = \frac{\partial \psi}{\partial r} = \frac{\partial^2 \psi}{\partial x \partial r} = \frac{\partial^2 \psi}{\partial r^2} = 0 \quad \text{for} \ x \geq 0, \ r = 0. \]
(2.3)

The change of coordinates
\[ x = 2\nu u_\infty^{-1} \tilde{x}, \quad r = 2\nu u_\infty^{-1} \tilde{r}, \quad \psi = 2\nu^2 u_\infty^{-1} \tilde{\psi}, \quad p = \frac{\tilde{p} \nu^2}{4} \]
reduces this problem to the problem considered below with \( u_\infty = 2, \ \nu = 1 \) and with new \( p_0 = \text{const} \neq 0. \)

Lemma 1. The boundary conditions
\[ \psi = r^2, \quad p = p_0 \quad \text{as} \ r \to +\infty, \quad \text{where} \ p_0 = \text{const}, \]
hold for \( x \in (-\infty, +\infty). \)

Proof. We observe that the functions \( \psi = r^2, \ p = p_0 \) annihilate each of the terms in equations (1.5). Consequently, the functions (2.5) are solutions of any truncated system for (1.5). As in [13, Ch. VI, § 6.2], by moving over the truncated systems that exist for \( r \to \infty \) and \( -\infty < x < 0 \), we can extend the boundary condition (2.3) to the case \( x > 0, r \to \infty \), that is, we can obtain the condition (2.5). To do this, we consider all the truncated systems of the system (1.5) that correspond to the boundary conditions (2.5).
Table 1. Selection of the truncated system. Here, \( \Delta_k \overset{\text{def}}{=} \langle \tilde{P}, \tilde{Q}_k \rangle \).

<table>
<thead>
<tr>
<th>( i )</th>
<th>( k )</th>
<th>( Q_k )</th>
<th>( \tilde{Q}_k )</th>
<th>( \Delta_k )</th>
<th>( T )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>(-2, -3, 2, 0)</td>
<td>(-2, 1)</td>
<td>(-3)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>(-1, 0, 1)</td>
<td>(0, -1)</td>
<td>(-1)</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>(-1, -3, 1, 0)</td>
<td>(-1, -1)</td>
<td>(-3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(-3, -1, 1, 0)</td>
<td>(-3, 1)</td>
<td>(-5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(-1, -4, 2, 0)</td>
<td>(-1, 0)</td>
<td>(-2)</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(-1, 0, 0, 1)</td>
<td>(-1, 0)</td>
<td>(-2)</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(-1, 0, 4, 1, 0)</td>
<td>(0, -2)</td>
<td>(-2)</td>
<td>+</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(-2, -2, 1, 0)</td>
<td>(-2, 0)</td>
<td>(-4)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The supports of the equations of the system (1.5) are presented in Table 1. Its first column contains the number \( i \) of the equation \( f_i = 0 \), the second column contains the number \( k \) of the point \( Q_k \) of the support, the third column contains the actual points \( \tilde{Q}_k \) in the supports \( S(f_i) \). In the equations of the system (1.5), terms with the same vectorial exponent are combined in the square brackets.

It is clear from the boundary condition (2.5) that as \( r \to +\infty \) there are boundary conditions of the same form as (1.16) in Chapter I:

\[
f_3 \overset{\text{def}}{=} \psi - r^2 = 0, \quad f_4 \overset{\text{def}}{=} p - p_0 = 0.
\]

To each of them corresponds a support consisting of two points. Namely, \( S(f_3) \) consists of the points \( Q_9 = (0, 0, 1, 0) \) and \( Q_{10} = (0, 2, 0, 0) \); and \( S(f_4) \) consists of the points \( Q_{11} = (0, 0, 0, 1) \) and \( Q_{12} = (0, 0, 0, 0) \). According to Chapter I, Theorem 2 the vector \( P = (p_1, p_2, p_3, p_4) \) must satisfy the conditions \( \langle Q_9, P \rangle = \langle Q_{10}, P \rangle \) and \( \langle Q_{11}, P \rangle = \langle Q_{12}, P \rangle \), that is,

\[
p_3 = 2p_2, \quad p_4 = 0.
\]

In the notation of Chapter I, here, \( m' = l = 2 \) and \( R'_1 = (0, 2) \), \( R'_2 = (0, 0) \). According to the conditions (2.6) on the vector \( P \) obtained above, applying Chapter I, Theorem 2 the vectors \( Q_k \) can be projected onto the plane \( \overline{Q} = (\overline{q}_1, \overline{q}_2) \) by the formulae \( \overline{q}_1 = q_1 \), \( \overline{q}_2 = q_2 + 2q_3 \), while the value of \( q_4 \) is neglected. The fourth column of Table 1 contains the projections \( \tilde{Q}_k = (q_1, q_2 + 2q_3) \) of the vectors \( Q_k \). The projections \( S(f_3) \) and \( S(f_4) \) of the supports of the equations in (1.5), their convex hulls \( \overline{\Gamma}_1, \overline{\Gamma}_2 \), and their normal cones are represented in Figure 2.

Corresponding to each vector \( \tilde{P} = (p_1, p_2) \) there is a truncated system

\[
\tilde{f}_{i\tilde{P}}(X) = 0, \quad i = 1, 2,
\]

of the system (1.5), where \( \tilde{f}_{i\tilde{P}}(X) \) contains those terms in \( S(f_i) \) for which the scalar product \( \langle \tilde{P}, \tilde{Q} \rangle \) has the greatest value for this \( i \). The vector \( \tilde{P} = (1, 0) \) and the corresponding truncated system (2.7) correspond to the boundary condition (2.3) with \( x \to -\infty \). According to Figures 2 and 3 the same truncated system corresponds to the vectors \( \tilde{P} = (p_1, p_2) \) with \( p_1 > p_2 / 2 > 0 \), that is, to the values \( x < 0 \) with \( \ln |x| > (1/2) \ln r > 0 \) as \( r \to \infty \).
Consequently, the boundary conditions (2.5) hold for these \( x \) and \( r \). As \( r \to \infty \), the rotation of the vector \( \tilde{P} \) in the positive direction from \((1,0)\) to \((0,1)\) corresponds to the motion along \( x \) from \(-\infty\) to 0.

Moving over the corresponding truncated systems (2.7), we extend the condition (2.5) to the values \( x \in (-\infty, 0) \).

Moving over the same truncated systems in the opposite direction, that is, from the vector \( \tilde{P} = (0,1) \) to the vector \( \tilde{P} = (2,1) \), we extend condition (2.5) to \( x \in [0, +\infty) \). \( \square \)

Traditionally, boundary conditions at the outer boundary of the boundary layer are taken in the flow that is not perturbed by the obstacle the flow is passing (in our case, the needle). Consequently, the boundary conditions (2.3) are extended to the boundary conditions (2.5). But this procedure is based on physical considerations. In Lemma 1 this was done purely mathematically.

**Lemma 2.** For the system (1.5), the truncated system corresponding to the boundary layer on the needle and the boundary conditions (2.5) is unique. It has the normal vector
\[ P = (2, 1, 2, 0) \text{ and has the form} \]

\[(2.8) \quad \hat{f}_{11} \overset{\text{def}}{=} \frac{1}{\rho} \frac{\partial \rho}{\partial r} = 0, \]

\[(2.9) \quad \hat{f}_{21} \overset{\text{def}}{=} \left[ \frac{1}{r} \frac{\partial}{\partial x} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + \frac{1}{\rho} \frac{\partial \psi}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) \right] \]
\[+ \frac{1}{\rho} \frac{\partial \rho}{\partial x} - \frac{1}{r} \frac{\partial}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) = 0, \]

and the self-similar coordinates \( \xi, h(\xi), \) and \( p(\xi) \) for the problem (2.4), (2.5), (2.8), (2.9) are

\[(2.10) \quad \xi = r^2, \quad h(\xi) = \frac{\psi}{x}, \quad p(\xi) = p. \]

Proof. The needle is described as \( x \geq 0, \quad r = 0. \) Near the needle, as \( x \to +\infty \) and \( r \to 0, \) we have \( p_1 > 0 \) and \( p_2 < 0. \) Consequently, the IVth quadrant of the plane \((p_1, p_2)\) corresponds to the needle. As \( x \to +\infty \) and \( r \to +\infty, \) the boundary conditions (2.5) mean that \( p_1, p_2 > 0; \) that is, there are points in the Ist quadrant of the \((p_1, p_2)-\)plane corresponding to them. We are interested in the faces of the projections \( \tilde{\Gamma}_1 \) and \( \tilde{\Gamma}_2 \) whose extended normal cone contains both the IVth quadrant and points in the Ist quadrant of the plane \((p_1, p_2).\) The superimposition of the pictures of the normal cones of the projections is shown in Figure 3. It is clear that the IVth quadrant and points in the Ist quadrant are contained only in the extended normal cone of the system \( \tilde{U}_D = \tilde{U}_2^{(1)} \cap \tilde{U}_2^{(0)} . \)

The vector \( \tilde{P} = (2, 1) \) is a direction vector of the normal cone \( \tilde{U}_2^{(1)}. \) From the vector \( \tilde{P} = (p_1, p_2) \) we reconstruct the vector \( P = (p_1, p_2, p_3, p_4) \) according to the equalities (2.6) and obtain in the original coordinates \((p_1, p_2, p_3, p_4)\) the vector \( P = (2, 1, 2, 0). \) The faces of the supports \( S(f_1) \) and \( S(f_2) \) correspond to this vector \( P \) and contain the points \( Q_1, Q_2, Q_3, Q_6. \) The truncated system (2.8), (2.9) corresponds to these points.

The fifth column of Table 1 contains the values of the scalar products \( \Delta_k = \langle \tilde{P}, \tilde{Q}_k \rangle = \langle P, Q_k \rangle. \)

![Figure 3. The superimposed normal cones of the projections of the supports of the equations of system (1.5).](image-url)
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for \( \tilde{P} = (2, 1) \) and \( P = (2, 1, 2, 0) \). In the sixth column (T) the sign “+” marks the maximal values of \( \langle \tilde{P}, \tilde{Q}_k \rangle \) for given \( i \); the corresponding terms of the sum \( f_i \) are included into the truncation \( \tilde{f}_1^{(d)} \) in (2.8), (2.9).

In the notation of §1 of Chapter I, we have \( l = 2 \) and the resulting vector is \( P = (P', P'') \), that is, \( P' = (2, 1) \). Furthermore, the vector \( B'_1 = (-1, 2) \) forms a basis in the space of vectors \( Q' = (q_1, q_2) \) satisfying the condition \( \langle P', Q' \rangle = 0 \). Applying Theorem 3, Chapter I, \( T'_3 = (1, 0) \) and \( T'_4 = (0, 0) \), and the self-similar coordinates \( \xi, h, p \) have the form

\[
\xi = \frac{r^2}{x}, \quad x_3 \defeq \psi = xh(\xi), \quad x_4 \defeq p = p(\xi),
\]

which corresponds to (2.10).

3. ONE-LAYER SELF-SIMILAR ASYMPTOTICS OF THE SOLUTION

In the self-similar coordinates (2.10) the system of equations (2.8), (2.9) takes the form

\[
\hat{f}_{11} \defeq \frac{1}{r} \left( \frac{1}{\rho} \xi p' \right) = 0,
\]

\[
\hat{f}_{21} \defeq - \frac{4}{x} \left( \xi h'' + 2\xi h''' + 2h'' + \frac{1}{\rho} p' \right) = 0,
\]

where \( ' = d/d\xi \). It follows from equation (3.1) that

\[
\frac{1}{\rho} \xi p' = 0;
\]

consequently, from equation (3.2) we obtain

\[
\varphi(\xi, h) \defeq \xi h'' + 2\xi h''' + 2h'' = 0.
\]

For the system (3.1), (3.2) obtained above, the boundary conditions (2.4), (2.5) in the self-similar coordinates (2.10) have the form

\[
h = \xi, \quad p = p_0 \quad \text{as} \quad \xi \to +\infty,
\]

\[
h = h' = 0 \quad \text{for} \quad \xi = 0.
\]

It follows from (3.1) and (3.4) that

\[
p = \text{const} = p_0 \quad \text{for} \quad \xi \neq 0.
\]

Thus, we have obtained equation (3.3) with the boundary conditions (3.5) and (3.6)

\[
h = \xi \quad \text{as} \quad \xi \to +\infty.
\]

Thus, we have proved the following.

**Lemma 3.** In the self-similar coordinates (2.10), the problem (2.4)–(2.7) reduces to the problem (3.1), (3.2), (3.4), (3.5), which, after elimination of \( p \), reduces to the problem (3.3), (3.5), (3.6).

**Lemma 4.** Equation (3.3) has no solutions satisfying the boundary condition (3.5).

**Proof.** The support of equation (3.3) consists of the two points \( Q_1 = (-2, 2) \) and \( Q_2 = (-2, 1) \). The support, its convex hull, and the normal cones of its faces are shown in Figure 4. The boundary condition (3.5) is imposed as \( \xi \to 0 \), that is, \( p_1 \leq 0 \). It is clear from the boundary condition (3.5) that we are seeking solutions such that \( h \to 0 \) as \( \xi \to 0 \), that is, \( p_2 \leq 0 \). We express \( h \) and \( \xi \) in the form (1.2) of Chapter I, so that \( \xi = b_1 \tau^{p_1} \) and \( h = b_2 \tau^{p_2} \), or \( h = b_3 \xi^{p_2/p_1} \), where \( b_1, b_2 \) and \( b_3 \) are constants; then \( h' = b_4 \xi^{-1+p_2/p_1} \),
where \( b_4 \) is a constant. By the boundary condition (3.5) we have \( h' \to 0 \) as \( \xi \to 0 \), that is, \(-1 + p_2/p_1 \geq 0\); consequently, \( p_2 \leq p_1 \). Thus, we have obtained the cone for the problem \( \mathcal{K} = \{ p_2 \leq p_1 \leq 0 \} \). It is shaded in Figure 4(b), which makes it clear that the cone for the problem intersects only the normal cone \( \mathcal{U}_2^{(0)} \), which corresponds to the vertex \( Q_2 = \Gamma_2^{(0)} \).

The truncated equation

\[
\tilde{\varphi}_2^{(0)} \overset{\text{def}}{=} 2h'''\xi + 2h'' = 0
\]

corresponds to the vertex \( Q_2 = \Gamma_2^{(0)} \). After multiplying by \( \xi^2 \), it becomes an Euler equation with characteristic equation

\[
\lambda(\lambda - 1)^2 = 0;
\]

its roots are \( \lambda_1 = 0 \) and \( \lambda_2 = 1 \) (a repeated root). Consequently, all the solutions of equation (3.7) have the form \( h = c_0 + c_1 \xi + c_2 \xi \ln \xi \), that is, \( h' = c_1 + c_2 + c_2 \ln \xi \), where \( c_0, c_1, c_2 \) are arbitrary constants. From condition (3.5) on \( h' \) we obtain that \( c_2 = c_1 = 0 \), and from the condition on \( h \) we obtain that \( c_0 = 0 \). Consequently, \( h \equiv 0 \). Thus, the truncated equation corresponding to the vertex \( Q_2 \) has no non-trivial solutions satisfying the boundary condition (3.5). According to Theorem 1, Chapter I, equation (3.3) has no non-trivial asymptotics of solutions near the needle.

Consequently, equation (3.3) has no non-trivial solutions satisfying the boundary condition (3.5).

Thus, the problem (2.4), (2.5), (2.8), (2.9) has no self-similar solutions. This result is contained in the paper of Glauert and Lighthill [11] (see also [39, §35]).

4. ONE-LAYER NON-SELF-SIMILAR ASYMPTOTICS

In equations (2.8), (2.9) we perform the change of variables

\[
x = x, \quad \xi = \frac{x^2}{x}, \quad h(x, \xi) = \frac{\tilde{h}}{x}, \quad p(x, \xi) = p,
\]

\[\text{Figure 4. (a) The support of equation (3.3) and its convex hull; (b) the normal cones of its faces.}\]
that is, we take \( x \) and \( \xi \) for independent variables. Then

\[
\hat{f}_{11} \overset{\text{def}}{=} \frac{1}{\rho} \frac{\partial p}{\partial \xi} = 0,
\]

\[
\hat{f}_{21} \overset{\text{def}}{=} 4 \frac{\partial^2 h}{\partial x \partial \xi} \frac{\partial h}{\partial \xi} - \frac{4}{x} \frac{\partial^2 h}{\partial x \partial \xi^2} - \frac{4}{x} \frac{\partial h}{\partial x} \frac{\partial^2 h}{\partial \xi^2} - \frac{8}{x} \frac{1}{\rho} \frac{\partial^3 h}{\partial x \partial \xi^3} = 0.
\]

The boundary conditions (2.4), (2.5) take the form

\[
\begin{align*}
(4.4) & \quad h = \frac{\partial h}{\partial \xi} = 0 \quad \text{for} \quad x \geq 0, \quad \xi = 0, \\
(4.5) & \quad h = \xi, \quad p = p_0 \quad \text{for} \quad \xi = \infty, \quad p_0 = \text{const}.
\end{align*}
\]

**Lemma 5.** The system of equations (4.2), (4.3) has no solutions satisfying the boundary conditions (4.4), (4.5).

**Proof.** From the boundary condition (4.5) we have \( p = p_0 \), that is, \( \partial p/\partial x = 0 \) as \( \xi \to \infty \). It follows from equation (4.2) that \( \partial p/\partial \xi = 0 \), that is, the pressure \( p \) is independent of \( \xi \). Consequently, the property \( \partial p/\partial x = 0 \) can be extended to \( \xi \in (0, \infty) \). After factoring out 4, equation (4.3), takes the form

\[
\frac{\partial^2 h}{\partial x \partial \xi} \frac{\partial h}{\partial \xi} - \frac{4}{x} \frac{\partial^2 h}{\partial x \partial \xi^2} - \frac{4}{x} \frac{\partial h}{\partial x} \frac{\partial^2 h}{\partial \xi^2} - \frac{8}{x} \frac{1}{\rho} \frac{\partial^3 h}{\partial x \partial \xi^3} = 0.
\]

The support of equation (4.6) consists of the two points \( Q_1 = (-1, -2, 2) \) and \( Q_2 = (-1, -2, 1) \), which have the same \( q_1 \)-coordinate. Consequently [13 Ch. VI, §3], we perform the logarithmic transformation \( t = \ln x \). Then

\[
\frac{\partial h}{\partial x} = x^{-1} \frac{\partial h}{\partial t}, \quad \frac{\partial^2 h}{\partial x \partial \xi} = x^{-1} \frac{\partial^2 h}{\partial t \partial \xi},
\]

and equation (4.6) takes the form

\[
\varphi(t, \xi, h) = \frac{\partial^3 h}{\partial t \partial \xi^3} - \frac{\partial^2 h}{\partial t \partial \xi^2} - \frac{\partial h}{\partial t} \frac{\partial^2 h}{\partial \xi^2} - \frac{2}{x} \frac{\partial^3 h}{\partial x \partial \xi^2} - \frac{2}{x} \frac{\partial^2 h}{\partial x \partial \xi^2} = 0.
\]

The support of this equation consists of the three points \( Q'_1 = (-1, -2, 2) \), \( Q'_2 = (0, -2, 2) \), \( Q'_3 = (0, -2, 1) \). We have \( x \to \infty \); therefore \( t \to \infty \), that is, \( p_1 > 0 \). The equality \( \langle P, Q'_1 \rangle = \langle P, Q'_2 \rangle - p_1 \) implies that \( \langle P, Q'_2 \rangle > \langle P, Q'_1 \rangle \). According to Chapter I, §1, the equation

\[
-\varphi(\xi, h) \overset{\text{def}}{=} h \frac{\partial^2 h}{\partial \xi^2} + 2x \frac{\partial^3 h}{\partial \xi^3} + 2 \frac{\partial^2 h}{\partial x \partial \xi^2} = 0
\]

is a first approximation of equation (4.7) as \( t \to \infty \). For fixed \( x \geq 0 \), equation (4.8) and the boundary condition (4.4) imply equation (3.3) with the boundary condition (3.5). By Lemma 4, equation (3.3) has no solutions satisfying the adhesion boundary condition at the needle (3.5). Consequently, equation (4.8) has no solutions satisfying the boundary condition (4.4). According to Theorem 1, Chapter I, equation (4.7) also has no such solutions. The same applies to equation (4.6) and the system (4.2), (4.3).

Thus, Lemmas 4 and 5 imply the following.

**Theorem 1.** Problem (2.4), (2.5), (2.8), (2.9) has no solutions.
5. Two-layer self-similar asymptotics

We consider the possibility that a two-layer solution of the system (1.5), satisfying the boundary conditions (2.4) and (2.5) exists. The boundary conditions at infinity (2.5) give the projection of the supports of the system (1.5) that was described in the proof of Lemma 2 and shown in Figure 2. But in this case, to obtain the truncated system corresponding to the outer layer, we consider the extended cone of the system \( \tilde{U}_s^1 = \tilde{U}_1^{(1)} \cap \tilde{U}_s^{(0)} \) (Figure 3). The vector \( \tilde{P} = (1, 1) \) is a direction vector of the normal cone \( \tilde{U}_1^{(1)} \). Using (2.6) we can reconstruct the vector \( P = (1, 1, 2) \) from \( \tilde{P} \). The faces of the supports \( S(f_1) \) and \( S(f_2) \) correspond to the resulting vector \( P \) and contain the points \( Q_1, Q_2, Q_3 \) and \( Q_6 \). Corresponding to these points we have the truncated system

\[
\hat{f}_{12} \overset{\text{def}}{=} \frac{1}{r} \frac{\partial \psi}{\partial x} \left( \frac{1}{r} \frac{\partial \psi}{\partial x} \right) - \frac{1}{r} \frac{\partial \psi}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + \frac{1}{\rho} p' = 0,
\]

\[
\hat{f}_{22} \overset{\text{def}}{=} - \frac{1}{r} \frac{\partial \psi}{\partial x} \left( \frac{1}{r} \frac{\partial \psi}{\partial x} \right) + \frac{1}{r} \frac{\partial \psi}{\partial r} \left( \frac{1}{r} \frac{\partial \psi}{\partial r} \right) + \frac{1}{\rho} p' = 0.
\]

In the notation of § 1 in Chapter I, we have \( P = (P', P'') \), that is, \( P' = (1, 1) \), and \( B_1' = (-2, 2) \). According to Theorem 3, Chapter I, \( T_3' = (2, 0) \), \( T_4' = (0, 0) \), and the self-similar coordinates for the problem (5.1), (2.4), (2.5) take the form

\[
\eta = \frac{r^2}{x^2}, \quad x_3 \overset{\text{def}}{=} \psi = x^2 g(\eta), \quad x_4 \overset{\text{def}}{=} p = p(\eta).
\]

In these self-similar coordinates, the system (5.1) becomes the system of ordinary differential equations

\[
\hat{f}_{12} \overset{\text{def}}{=} 2 \left( -2\eta^{-1} g^2 + 2gg' - 4\eta gg'' + \frac{1}{\rho} \eta p' \right) = 0,
\]

\[
\hat{f}_{22} \overset{\text{def}}{=} 2 \left( -4gg''' - \frac{1}{\rho} \eta p' \right) = 0.
\]

Equation (5.4) implies the equality

\[
\frac{1}{\rho} \eta p' = -4gg''.
\]

By substituting this equality into equation (5.3) and factoring out \( 4g/r \) we obtain the linear homogeneous equation

\[
\varphi(\eta, g) \overset{\text{def}}{=} -\eta^{-1} g + g' - 2\eta g'' - 2g'' = 0.
\]

All the solutions of equation (5.6) are linear combinations \( g = b_1 g_1 + b_2 g_2 \) of the two solutions

\[
g_1(\eta) = \sqrt{1 + \eta} - \frac{\eta}{2} \ln \frac{\sqrt{1 + \eta} - 1}{\sqrt{1 + \eta} + 1}, \quad g_2 = \eta,
\]

where \( b_1 \) and \( b_2 \) are constants. Equation (5.6) is similar to equation 2.267a in Kamke’s handbook [40], although it does not reduce to it. Their solutions are also similar. It is easy to see that \( g_1(\eta) \sim 2\sqrt{\eta} \) as \( \eta \to \infty \), while for small \( |\eta| \) we have

\[
g_1(\eta) = 1 - \frac{\eta}{2} \ln \eta + \frac{1 + \ln 4}{2} \eta + \sum_{k=2}^{\infty} c_k \eta^k, \quad \text{where } c_k = \text{const}.
\]
The boundary conditions at infinity (2.5) in the self-similar coordinates (5.2) take the form
\begin{equation}
\frac{\partial g}{\partial \eta} = 1, \quad p = p_0 = \text{const} \quad \text{as } \eta \to \infty.
\end{equation}

The first condition is satisfied only by solutions \( g = b_1g_1 + b_2g_2 \) with \( b_2 = 1 \), that is, by solutions of the form
\[
g = b_1 g_1(\eta) + \eta.
\]

Consequently, as \( \eta \to 0 \), these solutions have asymptotics of the two forms
\begin{enumerate}[(a)]
    
    \item \( g \sim b_1 = \text{const} \quad \text{if } b_1 \neq 0 \),
    
    \item \( g = \eta \quad \text{if } b_1 = 0 \).
\end{enumerate}

In case a), according to (5.5) and (5.7), the pressure satisfies \( p \sim -2pb_1^2/\eta \) as \( \eta \to 0 \), so that \( p \to -\infty \) as \( \eta \to 0 \). But such a solution has no physical meaning.

In case b), according to (5.5), the pressure satisfies \( p = p_0 = \text{const} \) for all \( \eta \), including for \( \eta \to 0 \). In this case we have
\[
\psi = r^2, \quad p = p_0 = \text{const}
\]
in the outer layer, and these are boundary conditions for the inner layer as \( \xi \to \infty \). But this case was considered in §3, where it was shown that there are no solutions satisfying the adhesion condition at the needle.

Thus, we have proved the following.

**Lemma 6.** *The problem (1.5), (2.4), (2.5) has no two-layer self-similar solutions.*

### 6. Two-layer non-self-similar asymptotics

As a result of the change of variables
\begin{equation}
x = x, \quad \eta = \frac{r^2}{x^2}, \quad g(x, \eta) = \frac{\psi}{x^2}, \quad p(x, \eta) = p
\end{equation}
the system (5.1) takes the form
\begin{equation}
\hat{r}_{12} \overset{\text{def}}{=} 2r \left[ \left( -2\eta^{-1}g^2 - 2x\eta^{-1}\frac{\partial g}{\partial x} - \frac{1}{2}x^2\eta^{-1} \left( \frac{\partial g}{\partial x} \right)^2 \right) \\
+ 2g \frac{\partial g}{\partial \eta} + 2xg \frac{\partial^2 g}{\partial x \partial \eta} + x^2 \frac{\partial g}{\partial x} \frac{\partial^2 g}{\partial x \partial \eta} - 4\eta \frac{\partial^2 g}{\partial \eta^2} \right] = \frac{1}{\eta} \frac{\partial p}{\partial \eta},
\end{equation}
\begin{equation}
\hat{r}_{22} \overset{\text{def}}{=} 2r \left[ -4g \frac{\partial^2 g}{\partial \eta^2} + \left( 2x \frac{\partial g}{\partial \eta} \frac{\partial^2 g}{\partial x \partial \eta} - x \frac{\partial g}{\partial x} \frac{\partial^2 g}{\partial x \partial \eta} \right) + \frac{x}{\eta} \frac{\partial p}{\partial \eta} - \frac{1}{\eta} \frac{\partial p}{\partial \eta} \right] = 0,
\end{equation}

The boundary conditions (2.4), (2.5) take the form
\begin{equation}
g = \frac{\partial g}{\partial \eta} = 0 \quad \text{for } x \geq 0, \quad \eta = 0,
\end{equation}
\begin{equation}
g = \eta, \quad p = p_0 \quad \text{for } \eta = \infty, \quad \text{where } p_0 = \text{const}.
\end{equation}

In equations (6.2) and (6.3), the summands in parentheses have vectorial power exponents \( Q = (q_1, q_2, q_3, q_4) \) with \( q_1 = 0 \) and \( q_1 = -1 \), respectively. We perform the logarithmic transformation
\begin{equation}
t = \ln x;
\end{equation}
then \( \frac{r}{2} \hat{f}_{12} \) is given by the truncated system that coincides exactly with the system (5.3), (5.4). The supports of equations (6.7), (6.8) consist of the following points:

- \( S(\hat{f}_{12}) = \{ Q'_1 = (0, -1, 2, 0), Q'_2 = (-1, -1, 2, 0), Q'_3 = (-2, -1, 2, 0), Q'_4 = (0, 0, 0, 1) \}; \)
- \( S(\hat{f}_{22}) = \{ Q'_5 = (0, -2, 2, 0), Q'_6 = (-1, -2, 2, 0), Q'_7 = (-1, 0, 0, 1), Q'_8 = (0, 0, 0, 1) \}. \)

Now, \( t = \ln x \), so \( t \to \infty \) as \( x \to \infty \), that is, \( p_1 > 0 \). Consequently,

\[ \langle Q'_1, P \rangle > \langle Q'_2, P \rangle > \langle Q'_3, P \rangle. \]

In the second equation, \( \langle Q'_5, P \rangle > \langle Q'_6, P \rangle \) and \( \langle Q'_8, P \rangle > \langle Q'_7, P \rangle \). According to §1, Chapter I, a first approximation of the system of equations (6.7), (6.8) as \( t \to \infty \) is given by the truncated system that coincides exactly with the system (5.3), (5.4), while the boundary conditions (6.5) coincide with the conditions (5.8). We seek solutions of the system (6.7), (6.8) in the form of expansions in powers of \( t \):

\[ g(t, \eta) = g^{(0)}(\eta)t^m + \sum_{k=1}^{\infty} g^{(k)}(\eta)t^{m-k}, \]

\[ p(t, \eta) = p^{(0)}(\eta)t^m + \sum_{k=1}^{\infty} p^{(k)}(\eta)t^{m-k}. \]

Then \( g = g^{(0)}(\eta), \) \( p = p^{(0)}(\eta) \) is a solution of the truncated system (5.3), (5.4). Since the solutions (6.9) must satisfy the boundary conditions (6.5), which coincide with the conditions (5.8), we have \( m = 0 \). Consequently, the solutions (6.9) of (6.7), (6.8) have the form

\[ g(t, \eta) = g^{(0)}(\eta) + \sum_{k=1}^{\infty} g^{(k)}(\eta)t^{-k}, \]

\[ p(t, \eta) = p^{(0)}(\eta) + \sum_{k=1}^{\infty} p^{(k)}(\eta)t^{-k}, \]

where \( g^{(0)}(\eta), p^{(0)}(\eta) \) is a solution of the system (5.3), (5.4) satisfying the conditions (5.8). The asymptotics of the solutions (6.10) as \( t \to \infty \) and \( \eta \to 0 \) coincide with the asymptotics for \( g^{(0)}(\eta), p^{(0)}(\eta) \) as \( \eta \to 0 \), that is, they have the form

\[ a) \ g \sim b_1 = \text{const}, \quad p \sim \frac{2\rho^2}{\eta}, \]

\[ b) \ g \sim \eta, \quad p \sim p_0 = \text{const}, \quad \psi \sim r^2. \]

Case a) has no physical meaning, and in case b) we obtain the one-layer situation considered in §4, where we showed that no solution satisfies all the boundary conditions.

Thus, we have proved the following assertion.

**Lemma 7.** The problem (1.5), (2.4), (2.5) has no two-layer non-self-similar solutions.

Lemmas 6 and 7 imply the following theorem.

**Theorem 2.** The problem (1.5), (2.4), (2.5) has no two-layer solutions.
Chapter III. Flow of a Viscous Compressible Heat- Conducting Gas Past a Needle

1. The System of Partial Differential Equations

A steady motion of a viscous heat-conducting gas is described by the following system of equations ([37, Ch. XI, § 108], [38, Ch. 3, § 3.3]):

\[
\begin{align*}
(1.1) & \quad \rho \langle V, \nabla \rangle V = -\text{grad} \left( p + \frac{2}{3} \mu \div V \right) + 2 \div (\mu \dot{S}), \\
(1.2) & \quad \div \langle \rho V \rangle = 0, \\
(1.3) & \quad \rho \langle V, \nabla \rangle \left( h + \frac{V^2}{2} \right) = \div \left( 2\mu \dot{S} - \frac{2}{3} \mu V \div V + \frac{\mu}{\sigma} \text{grad} h \right),
\end{align*}
\]

where \( \nabla = (\partial/\partial x, \partial/\partial y, \partial/\partial z) \), \( V \) is the velocity vector, \( p \) is the pressure, \( \rho \) is the density, \( h \) is the enthalpy, \( \mu \) is the dynamical viscosity coefficient, \( \sigma = \mu c_p / \lambda \) is the Prandtl number, \( \lambda \) is the heat-transfer coefficient of the gas, \( c_p \) is the specific heat capacity at constant pressure, \( \dot{S} \) is the deformation velocity tensor.

We denote by \( V_x, V_r, V_\varepsilon \) the components of the velocity vector \( V \) in the cylindrical system of coordinates \( (x, r, \varepsilon) \) and, setting \( V_\varepsilon = 0 \), consider a flow that is symmetric with respect to the \( x \)-axis. In this case all the derivatives with respect to the angle \( \varepsilon \) vanish, while the components of the tensor \( \dot{S} \) have the following form:

\[
\begin{align*}
\dot{S}_{xx} &= \frac{\partial V_x}{\partial x}, \quad \dot{S}_{rr} = \frac{\partial V_r}{\partial r}, \quad \dot{S}_{x\varepsilon} = V_r, \quad \dot{S}_{r\varepsilon} = \dot{S}_{\varepsilon\varepsilon} = 0, \\
\dot{S}_{rx} &= \dot{S}_{x\varepsilon} = \dot{S}_{rx} = \frac{1}{2} \left( \frac{\partial V_r}{\partial x} + \frac{\partial V_x}{\partial r} \right), \quad \dot{S}_{xx} = \dot{S}_{x\varepsilon} = 0.
\end{align*}
\]

We assume that \( \mu \) and \( h \) are connected by the relation

\[
(1.4) \quad \mu = C^n h^n \quad (n = \text{const}), \quad n \in [0, 1],
\]

and the pressure \( p \) is expressed in terms of \( \rho \) and \( h \) by the Clapeyron equation:

\[
(1.5) \quad p = A \rho h,
\]

where the constants are as follows: \( C = (\gamma - 1) M_\infty^2 \), \( M_\infty \) is the Mach number, \( A = (\gamma - 1)/\gamma \), \( \gamma = c_p/c_v = \text{const} \), and \( c_v \) is the specific heat capacity of the gas at constant volume.

We use (1.4) and (1.5) to eliminate \( \mu \) and \( p \) from equations (1.1) and (1.3) and use (1.2) to introduce the stream function \( \psi(x, r) \) by the formulae

\[
(1.6) \quad r \rho V_r = -\frac{\partial \psi}{\partial x}, \quad r \rho V_x = \frac{\partial \psi}{\partial r},
\]

A steady axisymmetric flow of the viscous compressible heat-conducting gas is now described by the following system of three equations [39, 42]:

\[
(1.7) \quad f_1 \overset{\text{def}}{=} \left[ -\frac{1}{r} \frac{\partial \psi}{\partial x} \left( \frac{1}{pr} \frac{\partial \psi}{\partial x} \right) + \frac{1}{r} \frac{\partial \psi}{\partial r} \left( \frac{1}{pr} \frac{\partial \psi}{\partial x} \right) \right] - \frac{A}{\sigma} (\rho h) + \frac{2}{3} C^n \frac{\partial}{\partial r} \left( \frac{h^n}{r} \frac{\partial \psi}{\partial r} \right) - \frac{2}{3} C^n \frac{\partial}{\partial r} \left( \frac{h^n}{r} \frac{\partial \psi}{\partial x} \right) - \frac{2 C^n}{r} \frac{\partial}{\partial r} \left( \frac{h^n r}{pr} \frac{\partial \psi}{\partial x} \right) + C^n \frac{\partial}{\partial x} \left( \frac{1}{pr} \frac{\partial \psi}{\partial r} \right) + \frac{2 C^n h^n}{pr^3} \frac{\partial \psi}{\partial x} - C^n \frac{\partial}{\partial x} \left( \frac{h^n}{pr} \frac{\partial \psi}{\partial x} \right) = 0,
\]
The conditions (1.13) were derived in Chapter II, (1.11)

(1.12) \( \psi = \psi_0 r^2, \quad \rho = \rho_0, \quad h = h_0 \quad \text{at} \quad x = -\infty, \quad \text{where} \quad \psi_0, \rho_0, h_0 = \text{const} \neq 0, \)

(1.13) \( \frac{\partial \psi}{\partial x} = \frac{\partial \psi}{\partial r} = \frac{\partial^2 \psi}{\partial x \partial r} = \frac{\partial^2 \psi}{\partial r^2} = 0 \quad \text{for} \quad x \geq 0, \quad r = 0. \)

The conditions (1.13) were derived in Chapter II, §2.

**Lemma 1.** For the problem (1.7)–(1.9), (1.12), (1.13) the boundary conditions are

(1.14) \( \psi = \psi_0 r^2, \quad \rho = \rho_0, \quad h = h_0 \quad \text{at} \quad r = +\infty. \)
Proof. This lemma is similar to Chapter II, Lemma 1 and is proved in exactly the same way. We observe that the functions
\[ (1.15) \quad \psi = \psi_0 r^2, \quad \rho = \rho_0, \quad h = h_0; \quad \psi_0, \rho_0, h_0 = \text{const}, \]
anализировать each of the terms in equations (1.7)–(1.9). Consequently, the functions (1.15) give a solution of any truncated system for the system (1.7)–(1.9). Therefore for \( x < 0 \) and \( r \to \infty \) the expressions (1.15) are boundary conditions, which extend the boundary conditions (1.12). Moreover, they can also be extended for \( x > 0, r \to \infty \). □

Therefore in what follows we seek a solution of the boundary problem (1.7)–(1.9), (1.13), (1.14).

Lemma 2. For the system (1.7)–(1.9), the truncated system corresponding to the boundary layer on the needle as \( x \to +\infty \) and to the boundary conditions (1.14) is unique. This truncated system has normal vector \( P = (2, 1, 2, 0, 0) \) and has the form
\[ (1.16) \quad f_{12}^{(0)} \overset{\text{def}}{=} -A \frac{\partial (\rho h)}{\partial r} = 0, \]
\[ (1.17) \quad f_{22}^{(2)} \overset{\text{def}}{=} \left[ \frac{1}{r} \frac{\partial \psi}{\partial x} \frac{\partial}{\partial r} \left( \frac{1}{\rho r} \frac{\partial \psi}{\partial x} \right) - \frac{1}{r} \frac{\partial \psi}{\partial x} \frac{\partial}{\partial r} \left( \frac{1}{\rho r} \frac{\partial \psi}{\partial x} \right) \right] - A \frac{\partial}{\partial x} (\rho h) \]
\[ + C^n \frac{\partial}{\partial r} \left( h^n \frac{\partial}{\partial r} \left( \frac{1}{\rho r} \frac{\partial \psi}{\partial x} \right) \right) = 0, \]
\[ (1.18) \quad f_{32}^{(2)} \overset{\text{def}}{=} \left[ \frac{1}{r} \frac{\partial \psi}{\partial x} \frac{\partial}{\partial r} \left( \frac{1}{\rho r} \frac{\partial h}{\partial x} \right) - \frac{A}{\rho r} \frac{\partial \psi}{\partial x} \frac{\partial}{\partial r} \left( \frac{1}{\rho r} \frac{\partial h}{\partial x} \right) + \frac{A}{\rho r} \frac{\partial}{\partial r} (\rho h) \right] \]
\[ + C^n h^n \left( \frac{\partial}{\partial r} \left( \frac{1}{\rho r} \frac{\partial h}{\partial x} \right) \right)^2 + C^n \frac{\partial}{\partial r} \left( \frac{h^n}{\sigma r} \frac{\partial h}{\partial r} \right) = 0, \]
and the self-similar coordinates \( \xi, \gamma, P, H \) for the problem (1.13), (1.14), (1.16)–(1.18) are
\[ (1.19) \quad \xi = \frac{r^2}{x}, \quad \psi = x G(\xi), \quad \rho = P(\xi), \quad h = H(\xi). \]

Proof. The supports of equations (1.7)–(1.9) are presented in Table 2. The first column contains the number \( i \) of the equation \( f_i = 0 \), the second column contains the number \( k \) of the point \( Q_k \) of the support, and the third column contains the vectors (or points) \( Q_k \). In equations (1.7)–(1.9), terms with the same vectorial power exponent are grouped in the square brackets.

According to (1.14), as \( r \to +\infty \) there are three boundary conditions having the same form as (1.16) in Chapter I:
\[ f_4 \overset{\text{def}}{=} \psi - \psi_0 r^2 = 0, \quad f_5 \overset{\text{def}}{=} \rho - \rho_0 = 0, \quad f_6 \overset{\text{def}}{=} h - h_0 = 0. \]

To each of them corresponds a support consisting of two points: namely, \( S(f_4) \) consists of the points \( Q_{15} = (0, 0, 1, 0, 0) \) and \( Q_{16} = (0, 2, 0, 0, 0) \); \( S(f_5) \) consists of the points \( Q_{17} = (0, 0, 0, 1, 0) \) and \( Q_{18} = (0, 0, 0, 0, 0) \); and \( S(f_6) \) consists of the points \( Q_{19} = (0, 0, 0, 0, 1) \) and \( Q_{20} = (0, 0, 0, 0, 0) \). According to Theorem 2, Chapter I, the vector \( P \) must satisfy conditions (1.17) in Chapter I: namely, \( \langle Q_{15}, P \rangle = \langle Q_{16}, P \rangle \), that is, \( p_3 = 2p_2; \langle Q_{17}, P \rangle = \langle Q_{18}, P \rangle \), that is, \( p_4 = 0 \); and \( \langle Q_{19}, P \rangle = \langle Q_{20}, P \rangle \), that is, \( p_5 = 0 \). Thus, three conditions on the vector \( P = (p_1, p_2, p_3, p_4, p_5) \) have been obtained:
\[ (1.20) \quad p_3 = 2p_2, \quad p_4 = p_5 = 0. \]
In the notation (1.17) and (1.18) from Chapter I, here $m' = l = 2$ and $R'_3 = (0, 2)$, $R'_4 = R'_5 = 0$. By Theorem 2, Chapter I, according to conditions (1.20) the vector $Q_k$ can be projected onto the two-dimensional plane $\bar{Q} = (\bar{q}_1, \bar{q}_2)$ using Chapter I, (1.18). Effectively, $\bar{q}_1 = q_1$ and $\bar{q}_2 = q_2 + 2q_3$, while the values of $q_4$ and $q_5$ are neglected. The fourth column of Table 2 contains the projections $\bar{Q}_k = (q_1, q_2 + 2q_3)$ of the vectors $Q_k$.

The projections $\bar{S}(f_1) - \bar{S}(f_3)$ of the supports of equations (1.7)–(1.9), their convex hulls $\Gamma_1 - \Gamma_3$, and their normal cones are presented in Figure E.

The needle is described as $x \geq 0$, $r = 0$. Near the needle, as $x \rightarrow +\infty$ and $r \rightarrow 0$, we have $p_1 > 0$ and $p_2 < 0$. Consequently, the fourth quadrant of the $(p_1, p_2)$-plane corresponds to the needle. As $x \rightarrow +\infty$ and $r \rightarrow +\infty$ the boundary conditions (1.14) mean that $p_1, p_2 > 0$, that is, points in the first quadrant of the $(p_1, p_2)$-plane correspond to them. We are interested in the faces of the projections $\Gamma_i$, $i = 1, 2, 3$, whose extended normal cone contains both the fourth quadrant and points in the first quadrant of the $(p_1, p_2)$-plane. We superimpose the pictures of the normal cones of the projections in Figure E(b) in a single picture in Figure F. It is clear from this picture that the fourth quadrant and points in the first quadrant are contained only in the extended normal cone of the system $\bar{U}_5^D = \bar{U}_5^{(1)} \cap \bar{U}_5^{(1)}$. The vector $\bar{P} = (2, 1)$ is a direction vector of the normal cones $\bar{U}_5^{(1)} = \bar{U}_5^{(1)}$. From the vector $\bar{P} = (p_1, p_2)$ we reconstruct the vector $P = (p_1, p_2, p_3, p_4, p_5)$ according to conditions (1.20) and obtain the vector $P = (2, 1, 2, 0, 0)$ in the original $(p_1, p_2, p_3, p_4, p_5)$-coordinates.

The following vertices and edges of the projections: $\tilde{Q}_2$, $\tilde{Q}_5 = \tilde{Q}_6$, $\tilde{Q}_8$, $\tilde{Q}_9$, $\tilde{Q}_{12} = \tilde{Q}_{13}$. $\Gamma_5^{(1)}$ correspond to the normal cones obtained above. In the original $(q_1, q_2, q_3, q_4, q_5)$-coordinates the points $Q_2, Q_5, Q_6, Q_8, Q_9, Q_{12}, Q_{13}$ of the supports of equations (1.7)–(1.9) correspond to them. These points have the corresponding truncated system (1.16)–(1.18).

<table>
<thead>
<tr>
<th>$k$</th>
<th>$Q_k$</th>
<th>$\bar{Q}_k$</th>
<th>$\Delta_k$</th>
<th>T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>$-2, -3, 2, -1, 0$</td>
<td>$-2, 1, -3$</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>$0, -1, 0, 1, 1$</td>
<td>$0, -1, -1, 1$</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$-1, -3, 1, -1, n$</td>
<td>$-1, -1, -3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>$-3, -1, 1, -1, n$</td>
<td>$-3, 1, -5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>$-1, -4, 2, -1, 0$</td>
<td>$-1, 0, -2$</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>$-1, 0, 0, 1, 1$</td>
<td>$-1, 0, -2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>$-2, -2, 1, -1, n$</td>
<td>$-2, 0, -4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>$0, -4, 1, -1, n$</td>
<td>$0, -2, -2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>$-1, -2, 1, 0, 1$</td>
<td>$-1, 0, -2$</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>$-4, -2, 2, -2, n$</td>
<td>$-4, 2, -6$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>$-2, -4, 2, -2, n$</td>
<td>$-2, 0, -4$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>$0, -6, 2, -2, n$</td>
<td>$0, -2, -2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>$0, -2, 0, 0, n + 1$</td>
<td>$0, -2, -2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>$-2, 0, 0, 0, n + 1$</td>
<td>$-2, 0, -4$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The fifth column of Table 2 contains the values of the scalar product

$$\Delta_k = \langle \tilde{P}, \tilde{Q}_k \rangle = \langle P, Q_k \rangle$$

Figure 5. (a) The projections of the supports of the equations of the system (1.7)–(1.9); (b) the normal cones of the projections.
for \( P = (2,1,2,0,0) \); in the sixth column (T) the sign “+” marks the maximal values of \( \langle \tilde{P}, \tilde{Q}_i \rangle \) for given \( i \) (the corresponding terms of the sum \( f_i \) are included in the truncation \( \tilde{f}_{i2}^{(d_i)} \)).

In the notation of Chapter I, § 1, we have \( l = 2 \) and the resulting vector is \( P = (P', P'') \), that is, \( P' = (2,1) \). Furthermore, the vector \( B'_1 = (-1, 2) \) forms a basis in the space of vectors \( Q' = (q_1, q_2) \) satisfying the condition \( \langle P', Q' \rangle = 0 \). Then, according to Theorem 3, Chapter I, we have \( T'_3 = (1, 0) \) and \( T'_4 = T'_5 = 0 \), and according to (1.11) the self-similar coordinates \( \xi, G, P, H \) have the form

\[
\xi = \frac{r^2}{x}, \quad x_3 \overset{\text{def}}{=} \psi = xG(\xi), \quad x_4 \overset{\text{def}}{=} \rho = P(\xi), \quad x_5 \overset{\text{def}}{=} h = H(\xi),
\]

which corresponds to (1.19).

\[\square\]

2. A SYSTEM OF ODE

From (1.16) and (1.19) it is clear that \( P(\xi)H(\xi) = \text{const} = C_0 \overset{\text{def}}{=} \rho_0 h_0 \neq 0 \). Therefore,

(2.1) \[ P(\xi) = \frac{C_0}{H(\xi)} \]

After making the change of variables (1.19), (2.1) in equations (1.17) and (1.18) we obtain the system of ODE

(2.2) \[
F_2 \overset{\text{def}}{=} G(G'H)' + 2C^n [H^n(G'H)']' = 0, \\
F_3 \overset{\text{def}}{=} 2GH' + 16C^n C_0^{-2} \xi H^n((G'H)')^2 + 4C^n \sigma^{-1} (\xi H^n H')' = 0,
\]

where \( \overset{\text{def}}{=} \frac{d}{d\xi} \), with the boundary conditions

(2.3) \[ G = \psi_0 \xi, \quad H = h_0 \neq 0 \quad \text{as} \; \xi \to +\infty, \]

(2.4) \[ G = \frac{dG}{d\xi} = 0 \quad \text{for} \; \xi = 0. \]

We now observe that the equation

(2.5) \[ (G'H)' = 0 \]
or
\begin{equation}
G' H = c_1 = \text{const} \neq 0,
\end{equation}
where \( c_1 \) is an arbitrary constant, distinguishes an invariant manifold of the complete system (2.2). On this manifold, the first equation of the system is satisfied identically, while the second, after factoring out 2, takes the form
\begin{equation}
GH' + 2C^n\sigma^{-1}(\xi H^n H')' = 0.
\end{equation}
If \( c_1 = 0 \), then either \( G' = 0 \) or \( H = 0 \). In either case the boundary condition (2.3) is not satisfied. Thus, we have obtained the system of two equations (2.6) and (2.7). We are interested in its solutions with the boundary conditions (2.3), (2.4). To normalize the constants we perform the linear change of coordinates
\begin{equation}
\xi = \frac{C^n h_0^n}{\sigma \psi_0} \tilde{\xi}, \quad G = \frac{C^n h_0^n}{\sigma} \tilde{G}, \quad H = h_0 \tilde{H}.
\end{equation}
Then, omitting the tildes over the variables, we obtain the system of equations
\begin{align}
G' H &= \tilde{c}_1 = \text{const}, \\
GH' + 2(\xi H^n H')' &= 0
\end{align}
with the boundary conditions (2.4) and
\begin{equation}
G = \xi, \quad H = 1 \quad \text{as} \quad \xi \to +\infty.
\end{equation}
It follows from the boundary condition (2.11) that \( \tilde{c}_1 = 1 \) in equation (2.9) and it has the form
\begin{equation}
G' H = 1.
\end{equation}
Thus, we have obtained the system (2.12), (2.10) with boundary conditions (2.11), (2.4). We add equations (2.12) and (2.10) and integrate the sum to obtain
\begin{equation}
GH + 2\xi H^n H' = \xi + 2c_2,
\end{equation}
where \( c_2 \) is an arbitrary constant. We now reduce the system of equations (2.12), (2.13) to a single equation for \( H \) by eliminating \( G \). From (2.13) we obtain
\begin{equation}
\bar{G} = -2\xi H^{n-1} H' + (\xi + 2c_2)H^{-1}.
\end{equation}
Hence,
\begin{equation}
G' = \frac{2(\xi H^n H')'}{H} + \frac{2(\xi H^n H')H'}{H^2} + \frac{1}{H} - \frac{(\xi + 2c_2)H'}{H^2}.
\end{equation}
According to (2.12) we have \( G' = 1/H \). Therefore in the last equation the terms \( G' \) and \( 1/H \) cancel out. Multiplying equation (2.14) by \( -H^2 \) we obtain the equation
\begin{equation}
\Delta(\xi, H) \overset{\text{def}}{=} 2(\xi H^n H')' H - 2\xi H^n H'^2 + (\xi + 2c_2)H' = 0
\end{equation}
with boundary conditions
\begin{align}
H &\to +\infty \quad \text{as} \quad \xi \to +0, \\
H &= 1 \quad \text{as} \quad \xi \to +\infty.
\end{align}
We call (2.15) the basic equation.
In addition, according to §1, because of the physical significance of enthalpy, we have \( h > 0 \); consequently, we are only interested in those solutions \( H(\xi) \) of equation (2.15) for which, according to (1.19) and (1.10),
\begin{equation}
H(\xi) > 0 \quad \text{and} \quad H^n > 0 \quad \text{for} \quad \xi \in (0, \infty).
\end{equation}
Thus, we have obtained the following.
Lemma 3. In the self-similar coordinates (1.19), after the change of variables (2.1), the problem (1.13), (1.14), (1.16)–(1.18) reduces to the problem (2.2)–(2.4). After the normalization (2.8), particular solutions of this problem are given by solutions of the problem (2.10)–(2.12). Eliminating $G$ according to (2.12), the latter problem reduces to equation (2.15) with the boundary conditions (2.16), (2.17) and with the property (2.18).

Remark 1. Equation (2.15) always has constant solutions
\begin{equation}
H = \text{const} \overset{\text{def}}{=} H_0.
\end{equation}

Lemma 4. At any point $\xi = \xi^0 = \text{const}$, $H = H_0 = \text{const}$ where $\xi^0 \in (0, \infty)$, $H_0 \neq 0$, a non-constant solution $H(\xi)$ of equation (2.15) is monotonic.

Proof. We rewrite equation (2.15) in the form
\begin{equation}
H'' = \frac{2(1-n)H'^2}{H} - \frac{H'}{2} - (\xi + 2c_2)H'.
\end{equation}

According to Cauchy’s theorem, a solution $H(\xi)$ of equation (2.15) is analytic at any point $\xi = \xi^0 = \text{const}$, $H = H_0 = \text{const}$, $H' = H'^0 = \text{const}$ where $\xi^0 \in (0, \infty)$, $H_0 \neq 0$. Consequently, it has an extremum at this point only if $H'^0 = 0$. But then, according to (2.20), $H'' = 0$ at this point. Differentiating equation (2.20) we see that all the higher derivatives $H^{(k)}$ also vanish at this point. An analytic function $H(\xi)$ all of whose derivatives vanish at some point is a constant. \hfill \blacksquare

3. Solutions of the Basic Equation near Zero

Theorem 1. For equation (2.15) where $n \in [0, 1]$ is fixed and $c_2 \neq 0$, all the solutions satisfying the condition (2.16) form two two-parameter families and one one-parameter family. The two-parameter families are: the family $\mathcal{G}_1^{(0)}$, which exists for $n = 0$ and has the expansions
\begin{equation}
H = c_4 \xi^\lambda + \sum_s a_s \xi^s, \quad \text{where } \lambda < 0,
\end{equation}

\begin{equation}
s \in \mathbf{K} = \{s = \lambda - l\lambda + m(1 - \lambda); \text{for integers } l, m \geq 0, \ l + m > 0\},
\end{equation}

and the family $\mathcal{F}_1^{(1)} \mathcal{G}_4^{(0)}$ with the non-power asymptotics
\begin{equation}
H \sim c_\ln|\ln|\xi||^{1/n} + \sum b_s|\ln|\xi|^s, \quad s \in \mathbf{K}(k_2) \quad \text{for } n \in (0, 1),
\end{equation}

\begin{equation}
\mathbf{K}(k_2) = \{s = 1/n - l/n - m; \text{for integers } l, m \geq 0, \ l + m > 0\},
\end{equation}

\begin{equation}
H \sim c_\ln|\xi| + \sum_{l=0}^{\infty} \beta_l (|\ln|\xi|)(\ln|\xi|)^{-l} \quad \text{for } n = 1.
\end{equation}

The one-parameter family $\mathcal{F}_1^{(1)} \mathcal{G}_4^{(1)}$ has the non-power asymptotics
\begin{equation}
H \sim [(n + 1)(c_2 \ln|\xi| + c_3)]^{1/(n+1)};
\end{equation}

it exists for $n \in [0, 1]$ and $c_2 < 0$, and is the boundary of the preceding two-parameter families.

For $c_2 = 0$ in (3.1) the set $\mathbf{K}$ is equal to \{s = \lambda + m(1 - \lambda), \text{for integers } m > 0\}, and the asymptotics (3.2) and (3.3) have the form $H \sim (c_4 \ln|\xi| + c_5)^{1/n}$ for $n \in (0, 1]$.

Here, $c, c_3, c_4, c_5$, and $\lambda < 0$ are arbitrary constants, while the constants $a_s$ and $b_s$ are uniquely determined, except for $b_{-1+1/n}$, which is arbitrary; the $\beta_l$ are polynomials in $\ln|\ln|\xi||$ with constant coefficients, and all of them are uniquely determined, except for the polynomial $\beta_0$, which has an arbitrary constant term. The expansions in (3.1) and (3.2) converge if $|\xi|$ is small.
Remark 2. According to [43], the asymptotics (3.2)–(3.4) can be extended into expansions of solutions in powers of $\xi$ where the coefficients depend on $\ln \xi$; when the expansion (3.3) is extended, the coefficients also depend on $\ln |\ln \xi|$. However, we do not need this in this paper.

Proof. We divide the proof into two cases: $c_2 \neq 0$ and $c_2 = 0$. But first we observe that since $\xi \to 0$ and $H \to \infty$, the cone for the problem is

$$p_1 \leq 0, \quad p_2 \geq 0.$$

Case $c_2 \neq 0$. In this case the support of equation (2.15) consists of the three points $Q_1 = (-1, 2 + n)$, $Q_2 = (0, 1)$, and $Q_3 = (-1, 1)$. The support $S(\Delta)$, the polygon $\Gamma(\Delta)$, and its faces $\Gamma_j^{(d)}$ for equation (2.15) are shown in Figure 7(a), and their normal cones $U_j^{(d)}$ in Figure 7(b), where the shaded area is the cone for the problem (3.5). According to Figure 7(b), it intersects only the normal cones $U_1^{(0)}$ and $U_1^{(1)}$. We consider the corresponding faces and truncated equations, bearing in mind that $\omega = -1$ according to Chapter I, §2.2.

The truncated equation

$$\Delta_0^{(0)} \equiv 2(\xi H^n H')' H - 2 \xi H^n H'^2 = 2 H^n \left[ (n-1) \xi H' + H'' \right] = 0$$

corresponds to the vertex $\Gamma_1^{(0)}$. Equating the square brackets in equation (3.6) to zero and then dividing them by $\xi H'$ we obtain the equation

$$(n-1) H' + H'' + \frac{1}{\xi} = 0.$$ 

Integrating it with respect to $\xi$ we obtain the equation

$$(n-1) \ln H + \ln |H'| + \ln \xi = c_0,$$
where $c_0$ is an arbitrary constant. This equation is equivalent to
\[ H^{n-1}H' = \frac{c_1}{\xi}, \]
where $c_1 \neq 0$ is an arbitrary constant. Integrating this last equation we obtain
\[ H = \frac{1}{n} H^n = c_1 \ln \xi + c_3 \quad \text{for } n \neq 0, \]
\[ H = c_1 \ln \xi + c_3 \quad \text{for } n = 0, \]
where $c_3$ is an arbitrary constant. These expressions are equivalent to the formulae
\[ H = (c_4 \ln \xi + c_5)^{1/n} \quad \text{for } n \neq 0, \]
\[ H = c_4 \xi^\lambda \quad \text{for } n = 0, \]
where $c_4$, $c_5$, and $\lambda$ are arbitrary constants.

For the solutions (3.7), as $\xi \to 0$, the order is $r = 0$, and according to Chapter I, §2.2 the vector $P = \omega(1, r) = -(1, 0)$ corresponds to them, but does not belong to the normal cone $U_{1}^{(0)}$. Consequently, there is no suitable solution (3.7) corresponding to the vertex $\Gamma_{1}^{(0)}$ for $n \neq 0$.

For the solutions (3.8), as $\xi \to 0$, the order is $r = \lambda$. If $\lambda < 0$, which we assume in what follows, the vector $P = \omega(1, r) = (-1, \lambda)$ belongs to $U_{1}^{(0)}$. Consequently, for $n = 0$ the expression (3.8) with $\lambda < 0$ gives power asymptotics of solutions of equation (2.15). By Chapter I, §2.3 we find power expansions of these solutions of the form
\[ H = c_4 \xi^\lambda + \sum_{s} b_s \xi^s, \quad s > \lambda, \quad s \in K. \]

The first variation of equation (3.6) for $n = 0$ is
\[ \frac{\delta \delta \lambda^{(0)}}{\delta H} = -4 \xi H' \frac{d}{d \xi} + 2 \xi H'' + 2 \xi H^2 \frac{d^2}{d \xi^2} + 2H' + 2H \frac{d}{d \xi}. \]

By Theorem 5, Chapter I, on the curve (3.8) it gives the operator
\[ \mathcal{L}(\xi) = 2c_4 \xi^{\lambda-1} \left[ -2 \lambda \xi \frac{d}{d \xi} + \lambda (\lambda - 1) + \xi^2 \frac{d^2}{d \xi^2} + \lambda + \xi \frac{d}{d \xi} \right] \neq 0. \]

Then the characteristic polynomial of the differential sum $\mathcal{L}(\xi)\xi^k$ is
\[ \nu(k) = 2c_4 \left[ -2 \lambda k + \lambda (\lambda - 1) + k(k - 1) + \lambda + k \right] = 2c_4(k - \lambda)^2. \]

It has one double root $k_1 = \lambda = r$, which is not a critical number, since it does not satisfy the inequality $k_1 > r$.

To calculate the set $K$ we use Lemma 1 in Chapter I, §2. Here,
\[ (3.10) \quad M_1 = (0, -1), \quad M_2 = (1, -1). \]

Therefore,
\[ r_1 \overset{\text{def}}{=} (M_1, (1, r)) = -\lambda, \quad r_2 \overset{\text{def}}{=} (M_2, (1, r)) = 1 - \lambda. \]

Consequently,
\[ (3.11) \quad K = \{ s = \lambda - l\lambda + m(1 - \lambda); \text{ for integers } l, m \geq 0, \ l + m > 0 \}. \]

In the expansions (3.9), (3.11), all the coefficients $b_s$ are constant and uniquely determined; according to Theorem 10, Chapter I, the expansions converge for sufficiently small $|\xi| \neq 0$. We denote the family they form by $\mathcal{G}_{1}^{(0)}$. Thus, we have obtained the expansion (3.1).
To the edge $\Gamma_1^{(1)}$ there corresponds the truncated equation

$$\Delta_1^{(1)} \equiv 2(\xi H^n H')' H - 2\xi H^n H'^2 + 2c_2 H' = 0. \quad (3.12)$$

This equation has the invariant manifold

$$\xi H^n H' = c_2. \quad (3.13)$$

On it, $H^n H' = c_2/\xi$. By integrating this equation with respect to $\xi$ we obtain

$$\frac{H^{n+1}}{n + 1} = c_2 \ln \xi + c_3,$$

where $c_3$ is an arbitrary constant. Thus,

$$H = \left[ (n + 1)(c_2 \ln \xi + c_3) \right]^{1/(n+1)}. \quad (3.14)$$

For the solutions (3.14) to be real it is necessary that $c_2 < 0$, since $\ln \xi < 0$ as $\xi \to 0$. Thus, we have obtained the expansion (3.4).

We now find the solutions of equation (3.12) satisfying condition (2.16). The edge $\Gamma_1^{(1)}$ is vertical, as is clear from Figure 3(a); consequently, the power solutions are $H = \text{const}$, that is, (2.19), but they do not satisfy condition (2.16). To find non-power solutions, according to Chapter I, § 2.7 we make the logarithmic transformation

$$t = \ln \xi$$

and denote the derivative with respect to $t$ by a dot: $\dot{\cdot} \equiv d/dt$. Then $H' = \dot{H}/\xi$, and equation (3.12) takes the form

$$\Omega(t, H) \equiv 2 \left[ \frac{dH^n}{dt} \dot{H} \right] H - 2H^n \dot{H}'^2 + 2c_2 \dot{H} = 0. \quad (3.16)$$

Its support $\mathcal{S}(\Omega)$ consists of the two points $Q_4 = (-2, 2 + n)$ and $Q_5 = (-1, 1)$. The polygon $\Gamma(\Omega)$ is the segment that connects them. The vector $N_4 = (1, 1/(n + 1))$ is normal to it. Its faces $\Gamma_j^{(d)}$ are shown in Figure 3(a), and their normal cones in Figure 3(b).

We set $\Gamma_j^{(0)} = Q_j$. Here, $t \to -\infty$, that is, $\omega = 1$, and the cone for the problem is $p_1 \geq 0$, $p_2 \geq 0$ (shaded in Figure 3(b)). It intersects all three normal cones $U_j^{(d)}$. We consider the solutions corresponding to the faces $\Gamma_j^{(d)}$.

Corresponding to the vertex $\Gamma_k^{(0)}$ we have the truncated equation

$$\tilde{\gamma}_k^{(0)} \equiv 2 \left[ \frac{dH^n}{dt} \dot{H} \right] H - 2H^n \dot{H}'^2 = 2 \left[ (n - 1)H^n \dot{H}'^2 + H^{n+1} \dot{H} \right] = 0. \quad (3.17)$$

In fact, this is equation (3.6) with the independent variable $t = \ln \xi$. Its characteristic polynomial is

$$2r(nr + r - 1) - 2r^2 = 2r(nr - 1).$$

It has the two roots $r = 0$ and $r = 1/n$. The corresponding vectors $\omega(1, r)$ are $P_1 = (1, 0)$ and $P_2 = (1, 1/n)$. The vector $P_1$ does not belong to the normal cone $U_4^{(0)}$, while the vector $P_2$ belongs to $U_4^{(0)}$ since $1/n > 1/(n + 1)$. Consequently, for $n \neq 0$ the truncated equation (3.17) has the power solutions

$$H = \tilde{c} t^{1/n}, \quad (3.18)$$

where $\tilde{c} \neq 0$ is an arbitrary constant (possibly complex). We now find their critical numbers. According to Chapter I, § 2.3, the first variation is

$$\frac{\delta \Omega^{(0)}}{\delta H} = 2 \left[ (n - 1)nH^{n-1} \dot{H}'^2 + 2(n - 1)H^n \dot{H} \frac{d}{dt} + (n + 1)H^n \dddot{H} + H^{n+1} \frac{d^2}{dt^2} \right]. \quad (3.19)$$
On the curve (3.18) it gives the operator

$$L(t) = 2\tilde{c}^{n+1} \left( \frac{1}{n} + \frac{n + 1}{n} \left( \frac{1}{n} - 1 \right) + 2 \frac{n - 1}{n} r \frac{dt}{dt} + t^2 \frac{d^2}{dt^2} \right).$$

The characteristic polynomial of the differential sum $L(t)t^k$ is

$$\nu(k) = 2\tilde{c}^{n+1} \left[ k(k - 1) + 2 \frac{n - 1}{n} k + \frac{1 - n}{n^2} \right].$$

It has the two roots $k_1 = 1/n$ and $k_2 = (1 - n)/n = k_1 - 1$. Here the cone for the problem is $k < r = 1/n$. Since $k_1 = r$, this root is not a critical number. But $k_2 = r - 1 < r$ and therefore $k_2$ is a critical number. According to Lemmas 1 and 2 in Chapter I, here the corresponding sets are

$$K = \{ s = -l/n, \text{ for integers } l \geq 0 \},$$

$$K(k_2) = \{ s = 1/n - l/n - m, \text{ for integers } l, m \geq 0, \, l + m > 0 \}.$$

If $n \in (0, 1)$, then $k_2 = 1/n - 1 \notin K$ and equation (3.16) has the family $G_4^{(0)}$ of power expansions of solutions

$$H = \tilde{c} |t|^{1/n} + \sum b_s |t|^s, \quad s \in K(k_2),$$

where the $b_s$ are constant coefficients, $\tilde{c}$ and $b_{k_2}$ are arbitrary, while the other coefficients $b_s$ are uniquely determined. According to Chapter I, Theorem 10 the expansion (3.20) converges for sufficiently large $|t|$. If we set $b_{k_2} = 0$, then the expansion (3.20) has the form

$$H = \tilde{c} |t|^{1/n} + \sum_{l=0}^{\infty} b_l |t|^{-l/n},$$
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where \( c \) is an arbitrary constant, while the constants \( b_i \) are uniquely determined. For example,

\[
b_0 = \frac{nc_2}{\bar{c}^n(n-1)}, \quad b_1 = \frac{n(n-1)b_2^2}{2(2-n)\bar{c}} = \frac{n^3c_2^2}{2(2-n)(n-1)\bar{c}^{2n+1}}.
\]

According to (3.14), the expansion (3.20) gives the two-parameter family \( \mathcal{F}_1^{(1)} \mathcal{G}_4^{(0)} \) of non-power asymptotics of solutions of equation (2.15)

\[
H \sim \bar{c} |\ln \xi|^{1/n} + \sum b_s |\ln \xi|^s, \quad s \in K(k_2).
\]

Thus, we have obtained the expansion (3.2).

If \( n = 1 \), then \( k_2 = 0 \in K \) and, according to Chapter I, §2.5, equation (3.16) has a family of power-logarithmic expansions of the form (3.21), where the coefficients \( b_i \) are polynomials in \( \ln |t| \), the coefficient \( b_0 \) contains an arbitrary constant, while the other coefficients \( b_i \) are uniquely determined. This family is also denoted by \( \mathcal{G}_4^{(0)} \). The two-parameter family \( \mathcal{F}_1^{(1)} \mathcal{G}_4^{(0)} \) of non-power asymptotic solutions of equation (2.15) also corresponds to it. Thus, we have obtained the expansion (3.3).

Furthermore, we can integrate equation (3.17) explicitly, because equation (3.17) is obtained from (3.6) after the change of variables (3.15), and the solutions of equation (3.6) are (3.7) and (3.8).

The truncated equation \( \overline{\Omega}_5^{(0)} \equiv 2c_2 \hat{H} = 0 \) corresponds to the vertex \( \Gamma_5^{(0)} \). Its solutions are all given by \( H = \text{const} \), that is, \( r = 0 \). The vector \( P = \omega(1, r) = (1, 0) \) belongs to \( U_5^{(0)} \) (see Figure 3b). We cannot use the corresponding power truncated solutions (2.19), because they do not satisfy the boundary condition (2.16). Therefore the solutions corresponding to the vertex \( \Gamma_5^{(0)} \) are not suitable.

The whole equation (3.16) corresponds to the edge \( \Gamma_4^{(1)} \). Since \( N_4 = (1, 1/(n + 1)) \) is a normal vector to the edge \( \Gamma_4^{(1)} \), we seek solutions of equation (3.16) in the form

\[
(3.22) \quad H = \bar{c_0} t^{1/(n+1)}.
\]

For \( \bar{c_0} \) we obtain the defining equation

\[
(3.23) \quad \bar{c_0}^{n+1} + \frac{1}{n+1} (\frac{n}{n+1} + \frac{1}{n+1} - 1) - \bar{c_0}^{n+2} + \frac{1}{(n+1)^2} + c_2 \bar{c_0} \frac{1}{n+1} = 0.
\]

From it we obtain that \( \bar{c_0}^{n+1} = (n+1)c_2 \), that is,

\[
(3.24) \quad \bar{c_0} = [(n+1)c_2]^{1/(n+1)}.
\]

Consequently,

\[
H = [(n+1)c_2 \ln \xi]^{1/(n+1)}.
\]

We have \( \ln \xi < 0 \) as \( \xi \to 0 \); therefore there only exist solutions with the property (2.18) if \( c_2 < 0 \); they do not exist for \( c_2 \geq 0 \).

We now find the critical numbers of the truncated solution (3.22). According to (3.16) and (3.19), the first variation is

\[
\frac{\delta \Omega}{\delta H} = 2 \left[ (n-1)nH^{n-1} \hat{H}^2 + 2(n-1)H^n \hat{H} \frac{d}{dt} \right] + (n+1)H^n \hat{H} + H^{n+1} \frac{d^2}{dt^2} + c_2 \frac{d}{dt}.
\]

On the curve (3.22) it gives the operator

\[
\mathcal{L}(t) = 2 \left\{ \bar{c_0}^{n+1} \left[ \frac{(n-1)n}{(n+1)^2} t^{-1} + \frac{2(n-1)}{n+1} \frac{d}{dt} + \frac{(n+1)}{n+1} \left( \frac{1}{n+1} - 1 \right) t^{-1} + t \frac{d^2}{dt^2} \right] + c_2 \frac{d}{dt} \right\}.
\]
According to (3.24), the characteristic polynomial of the differential sum \( L(t) t^k \) is
\[
\nu(k) = 2c_2 \left\{ (n + 1) \left[ \frac{(n - 1)n}{(n + 1)^2} - \frac{(n + 1)n}{(n + 1)^2} + \frac{2(n - 1)}{n + 1} k + k(k - 1) \right] + k \right\}
\]
\[
= 2c_2 (n + 1) \left\{ - \frac{2n}{(n + 1)^2} + \frac{n - 2}{n + 1} k + k^2 \right\}.
\]
Its roots are \( k_1 = 2/(n + 1) \) and \( k_2 = -n/(n + 1) \). Here the cone for the problem is \( s < r = 1/(n + 1) \). The root \( k_1 > r \) is not a critical number, but the root \( k_2 < r \) is.

The expression (3.22), where (3.24) holds, is an exact solution of equation (3.16). According to Theorem 10, Chapter I, the expansion converges for sufficiently large \( |t| \).

In addition, we can reduce the order of equation (3.16). For that we make the change of variables \( \hat{H} = p, \ H = p'/p \) in equation (3.16), where \( p' = dp/dH \). Then its solutions are
\[
p = c_2 H^{-n} + c_0 H^{1-n},
\]
where \( c_0 \) is an arbitrary constant. Since \( p = \hat{H} \), we obtain
\[
\hat{H} = c_2 H^{-n} + c_0 H^{1-n}.
\]
The resulting equation (3.26) is of lower order than the original equation (3.16). For some values of \( n \) and \( c_0 \) this equation can be integrated in finite form.

For \( n = 0 \) this equation is \( \hat{H} = c_2 + c_0 H \), that is,
\[
H = \frac{c_3 \xi^{c_0} - c_2}{c_0},
\]
where \( c_3 \) is an arbitrary constant.

For \( n = 1 \) equation (3.26) takes the form \( \hat{H} = c_2 H^{-1} + c_0 \), that is,
\[
c_0 H - c_2 \ln |c_0 H + c_2| = c_0^2 t + c_4,
\]
where \( c_4 \) is an arbitrary constant.

For \( c_0 = 0 \) equation (3.26) takes the form \( \hat{H} = c_2 H^{-n} \), that is,
\[
H = [c_2((n + 1) \ln \xi + c_4)^{1/(n + 1)}],
\]
where \( c_4 \) is an arbitrary constant. This is formula (3.4).
The case $c_2 = 0$. In this case the support $S(\Delta)$ of equation (2.15) consists of the two points $Q_1 = (-1, n + 2)$ and $Q_2 = (0, 1)$; the polygon $\Gamma(\Delta)$ is a segment. Figure 9(a) shows the support and polygon of equation (2.15) for $c_2 = 0$, and Figure 9(b) the normal cones of its faces, with the cone for the problem (3.5) shaded. It intersects only the normal cone $U_1^{(0)}$. We consider the corresponding vertex and the truncated equation.

\begin{figure}[h]
\centering
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{fig9a}
\caption{The support and polygon of equation (2.15) for $c_2 = 0$; \newline (a) the normal cones of its faces.}
\end{subfigure}
\begin{subfigure}{0.45\textwidth}
\centering
\includegraphics[width=\textwidth]{fig9b}
\caption{The truncated equation (3.6) corresponds to the vertex $\Gamma_1^{(0)} = Q_1$. We found all its solutions above when we looked at the case $c_2 \neq 0$; they are described by formulae (3.7), (3.8). For the solutions (3.7), the vector $P_1 = \omega(1,0) = (-1,0)$ belongs to the normal cone $U_1^{(0)}$. Therefore (3.7) gives the non-power asymptotics of solutions of equation (2.15) as $\xi \to 0$. Furthermore, for $c_4 = 0$, (3.7) also gives the power asymptotics of solutions near $\xi = 0$, $H = H_0 = \text{const.}$}
\end{subfigure}
\caption{(a) The support and polygon of equation (2.15) for $c_2 = 0$; \newline (b) the normal cones of its faces.}
\end{figure}

The truncated equation (3.6) corresponds to the vertex $\Gamma_1^{(0)} = Q_1$. We found all its solutions above when we looked at the case $c_2 \neq 0$; they are described by formulae (3.7), (3.8). For the solutions (3.7), the vector $P_1 = \omega(1,0) = (-1,0)$ belongs to the normal cone $U_1^{(0)}$. Therefore (3.7) gives the non-power asymptotics of solutions of equation (2.15) as $\xi \to 0$. Furthermore, for $c_4 = 0$, (3.7) also gives the power asymptotics of solutions near $\xi = 0$, $H = H_0 = \text{const.}$

For the solutions (3.8) the vector $P_2 = \omega(1,\lambda) = (-1,-\lambda)$ belongs to $U_1^{(0)}$ if $\lambda < 1$. The power expansions of the form (3.9), which we have found, are valid if formula (3.10) holds, as it was used to calculate the set $K$. In this case the vectors are $M_1 = M_2 = (1,-1)$. Therefore, $r_1 = r_2 = 1 - \lambda$. Consequently,

\begin{equation}
(3.27) \quad K = \{s = \lambda + m(1 - \lambda), \text{ for integers } m > 0\}.
\end{equation}

For $\lambda \geq 0$ the expansion (3.1) with index set (3.27) does not satisfy the boundary condition (2.16), that is, there only remains the possibility that $\lambda < 0$.

Thus, the solutions form a two-parameter family, which for $n = 0$ is represented by the expansions (3.9), (3.27) with $c_4 \neq 0$, $\lambda < 0$, and for $n \neq 0$ it is represented by asymptotics of the form (3.7) with $c_4 \neq 0$.

Theorem 1 is proved. \qed

Lemma 5. For $c_2 \geq 0$ equation (2.15) has the one-parameter family of solutions (2.19). For $c_2 < 0$ equation (2.15) has a two-parameter family of solutions, which tend to constants $H_0 \neq 0$ as $\xi \to 0$; this family is denoted by $F_1^{(1)}$. 
Proof. The truncated equation (3.12) also has the constant solutions (2.19), which for $H_0 \neq 0$ can be regarded as power asymptotics. We now find the solutions of equation (2.15) near the solution (2.19) as $\xi \to 0$. According to Chapter I, §2.2, we have $r = 0$ and $c_r$ is an arbitrary constant. According to (3.6), the first variation of equation (3.12) is
\[
\frac{\delta \Delta_1^{(1)}}{\delta H} = 2n(n-1)\xi H^{n-1}H'^2 + 4(n-1)\xi H^n H' \frac{d}{d\xi} + 2(n+1)\xi H^n H'' + 2\xi H^{n+1} \frac{d^2}{d\xi^2} + 2(n+1)H^n H' + 2H^{n+1} \frac{d}{d\xi} + 2c_2 \frac{d}{d\xi}.
\]
By Theorem 5, Chapter I, on the solution (2.19) with $H_0 \neq 0$ it gives the operator
\[
\mathcal{L}(\xi) = 2\xi H_0^{n+1} \frac{d^2}{d\xi^2} + 2H_0^{n+1} \frac{d}{d\xi} + 2c_2 \frac{d}{d\xi}.
\]
The characteristic polynomial of the differential sum $\mathcal{L}(\xi)\xi^k$ is
\[
\nu(k) = 2H_0^{n+1}k \left( k + \frac{c_2}{H_0^{n+1}} \right).
\]
It has the two roots $k_1 = 0$ and $k_2 = -c_2/H_0^{n+1}$. The eigenvalue $k_1 = r = 0$ is not a critical number. Since the cone for the problem is $\mathcal{K} = \{ s > r = 0 \}$, the root $k_2$ is a critical number only if $-c_2/H_0^{n+1} > 0$. Since $H_0$ and $H_0^{n+1}$ are positive, this means that $c_2 < 0$.

If there are no critical numbers (that is, $c_2 \geq 0$), then a unique solution of equation (2.15) of the form
\[
H = H_0 + \sum_{k=1}^{\infty} c_k \xi^k
\]
comes from the point $\xi = 0$, $H = H_0 \neq 0$ where all the $c_k$ are uniquely determined. By Remark 1 before Lemma 4, the solution $H = H_0 \defeq \text{const}$ comes out from this point. Consequently, all the $c_k$ in formula (3.28) are zeros.

If there is one critical number $k_2$ (that is, $c_2 < 0$), then we have two subcases: integer and non-integer $k_2$. If the critical number $k_2$ is not an integer, that is, $k_2 \notin \mathbb{K} = \{ k = l, \text{ for integers } l > 0 \}$, then by Lemma 2, Chapter I, a one-parameter family of solutions of equation (2.15) with the expansion
\[
H = H_0 + \sum_s c_s \xi^s, \quad s \in \mathbb{K}(k_2),
\]
comes out from the point $\xi = 0$, $H = H_0 \neq 0$, where
\[
\mathbb{K}(k_2) = \{ l + mk_2, \text{ for integers } l, m \geq 0, \ l + m > 0 \}
\]
and the constants $c_s$ are uniquely determined, except for $s = k_2$, when $c_s$ is arbitrary.

If the critical number $k_2$ is an integer, then $k_2 \in \mathbb{K}$. Consequently, a one-parameter family of solutions of equation (2.15) comes out from the point $\xi = 0$, $H = H_0 \neq 0$, and has the expansion
\[
H = H_0 + \sum_s \gamma_s \xi^s, \quad s \in \mathbb{K},
\]
where the coefficients $\gamma_s$ for $s < k_2$ are constants, which are uniquely determined; the $\gamma_s$ for $s \geq k_2$ are polynomials in $\ln \xi$; the coefficient $\gamma_{k_2}$ contains an arbitrary constant, while the other $\gamma_s$ are uniquely determined. \qed
4. Solutions of the basic equation near infinity

Theorem 2. For fixed \( n \) and \( c_2 \) and as \( \xi \to \infty \), equation (2.15) has a one-parameter family \( \mathcal{M} \) of solutions with \( H \to 1 \). Their asymptotics are given by the formulae

\[
H' \sim c_{10}\xi^se^{-\xi/2}, \quad H - 1 \sim c_{10}\int \xi^se^{-\xi/2}d\xi,
\]

where \( s = -c_2 - 1 \) and \( c_{10} \) is an arbitrary constant. The integral in (4.1) satisfies the asymptotic expansion

\[
H - 1 \sim -2c_{10}e^{-\xi/2}\left[\xi^s + \sum_{l=1}^{\infty}2^ls(s-1)\ldots(s-l+1)\xi^{s-l}\right].
\]

Proof. We observe that \( H = 1 \) is a solution of equation (2.15). In equation (2.15) we set \( H = 1 + y \) and consider the equation

\[
\Sigma(\xi,y) = \Delta(\xi,1+y) = 2\xi(1+y)^ny'(1+y) - 2\xi(1+y)^ny'^2 + (\xi + 2c_2)y' = 0.
\]

It has the trivial solution \( y = 0 \). The polygon \( \Gamma(\Sigma) \) and the normal cones of its faces are shown in Figure 10. We are interested in the solutions such that \( y \to 0 \) as \( \xi \to \infty \). Consequently, the cone for the problem is \( K = \{p_1 \geq 0, p_2 \leq 0\} \) (shaded in Figure 10(b)). The polygon \( \Gamma(\Sigma) \) has the horizontal edge \( \Gamma^{(1)}_1 \) and the vertex \( \Gamma^{(0)}_1 \) with \( q_2 = 1 \) (Figure 10(a)). But the vertical edge with \( q_1 = 0 \) is improper, that is, its own truncated equation and normal cone do not correspond to it. The cone for the problem intersects the normal cones \( U^{(0)}_1 \) and \( U^{(1)}_1 \). We consider the truncated equations corresponding to the vertex \( \Gamma^{(0)}_1 \) and edge \( \Gamma^{(1)}_1 \).

Figure 10. (a) The support and polygon of equation (4.3), the normal cones of its faces; (b) the cone for the problem.

Corresponding to the vertex \( \Gamma^{(0)}_1 \) we have the truncated equation \( \xi y' = 0 \). All its solutions are \( y = c_0 = \text{const} \). Since we are interested in the solutions such that \( y \to 0 \) as \( \xi \to \infty \), we cannot use these solutions when \( c_0 \neq 0 \).
The truncated equation
\[
\tilde{\Sigma}_1^{(1)}(\xi, y) \overset{\text{def}}{=} 2[\xi y']' + (\xi + 2c_2)y' = 0
\]
corresponds to the edge \( \Gamma_1^{(1)} \), that is,
\[
\tilde{\Sigma}_1^{(1)}(\xi, y) \overset{\text{def}}{=} 2\xi y'' + (\xi + 2(c_2 + 1))y' = 0.
\]
According to §2.9 of Chapter I, after the change of variables \( \eta = d \ln y'/d\xi \), equation (4.4) takes the form \( 2\xi \eta + 2(c_2 + 1) + \xi = 0 \). Its solution is \( \eta = -1/2 + (-c_2 - 1)/\xi \), that is, \( y' = c_{10}\xi e^{-\xi/2} \), where \( s = -c_2 - 1 \) and \( c_{10} \) is an arbitrary constant. This solution is equivalent to formulae (4.1). The second of them satisfies the asymptotic expansion (4.2).

Indeed, integrating the integral in (4.1) by parts we obtain
\[
\int \xi^s e^{-\xi/2} d\xi = -2e^{-\xi/2}\xi^s + 2s \int \xi^{s-1} e^{-\xi/2} d\xi.
\]
The resulting integral is again evaluated by parts; we obtain the first term of the sum in (4.2) and the integral
\[
\int \xi^s e^{-\xi/2} d\xi = -2e^{-\xi/2}[\xi^s + 2s\xi^{s-1}] + 4s(s - 1) \int \xi^{s-2} e^{-\xi/2} d\xi.
\]
By continuing this process we obtain the asymptotic expansion (4.2).

For non-negative integer \( s \), that is, for
\[
c_2 = -1, -2, \ldots,
\]
the sum in the square brackets in (4.2) is finite, that is, this is a polynomial of degree \( s \).

For fixed \( n \), all the points in the \( c_2, c_{10} \)-plane except the straight line \( c_{10} = 0 \) correspond to the family \( \mathcal{M} \).

5. SOLUTIONS OF THE BASIC EQUATION NEAR A POINT \( \xi^0 > 0 \)

Lemma 6. Solutions of equation (2.15) do not go to infinity and do not come from infinity for any finite \( \xi^0 > 0 \).

Proof. In equation (2.15) we make the substitution
\[
\xi = \xi^0 + \tilde{\xi},
\]
where \( \xi^0 = \text{const} > 0 \). Then equation (2.15) takes the form
\[
f(\tilde{\xi}, H) \overset{\text{def}}{=} \Delta(\xi^0 + \tilde{\xi}, H)
\]
\[
= 2[(\xi^0 + \tilde{\xi})H^n H']' H - 2(\xi^0 + \tilde{\xi})H^n H'^2 + (\xi^0 + \tilde{\xi} + 2c_2)H'
\]
\[
= 2(n - 1)(\xi^0 + \tilde{\xi})H^n H'^2 + 2(\xi^0 + \tilde{\xi})H^{n+1} H'' + 2H^{n+1} H'
\]
\[
+ (\xi^0 + \tilde{\xi} + 2c_2)H' = 0.
\]
If \( \xi^0 + 2c_2 \neq 0 \), then its support consists of the points \( Q_1, Q_2, Q_3 \) and the point \( Q_6 = (-2, 2 + n) \); the polygon \( \Gamma(f) \) is a parallelogram (Figure 11(a)). We are interested in the solutions of equation (5.2) such that \( H \to \infty \) as \( \xi \to 0 \), that is, the cone for the problem is \( p_1 \leq 0, p_2 \geq 0 \). It intersects only the two normal cones \( U_6^{(0)} \) and \( U_6^{(1)} \) (Figure 11(b)). We consider the corresponding faces and truncated equations.

The truncated equation
\[
\hat{f}_6^{(0)} \overset{\text{def}}{=} 2(n - 1)\xi^0 H^n H'^2 + 2\xi^0 H^{n+1} H'' = 0
\]
corresponds to the vertex $\Gamma_{6}^{(0)} = Q_{6}$. All its solutions have the form
\begin{align}
\frac{1}{n}H^n &= c_{30}\tilde{\xi} + c_{31} \quad \text{for } n \neq 0, \\
\ln H &= c_{30}\tilde{\xi} + c_{31} \quad \text{for } n = 0,
\end{align}
where $c_{30}$ and $c_{31}$ are arbitrary constants. These solutions do not go to infinity as $\tilde{\xi} \to 0$.

The truncated equation (3.6) corresponds to the edge $\Gamma_{6}^{(1)}$. All its solutions have the form (3.7) and (3.8). They tend to the finite values $H = (c_4\ln \xi^0 + c_5)^{1/n}$ and $H = c_4(\xi^0)^\lambda$ as $\xi \to 0$; that is, they do not go to infinity.

If $\xi^0 + 2c_2 = 0$, then the vertex $Q_3$ disappears from the support of equation (5.2); but the cone for the problem only intersects the normal cones $U_{6}^{(0)}$ and $U_{6}^{(1)}$ as before, and the truncated equations corresponding to the faces $\Gamma_{6}^{(0)}$ and $\Gamma_{6}^{(1)}$ remain the same. □

6. Solutions of the Basic Equations Satisfying Both Boundary Conditions

Here we study those solutions of equation (2.15) that satisfy conditions (2.16), (2.17) and have the property (2.18). To do this we consider two cases separately: $c_2 \geq 0$ and $c_2 < 0$.

Case $c_2 \geq 0$.

**Lemma 7.** For fixed $c_2 \geq 0$ and $n \in [0, 1]$, equation (2.15) has a one-parameter family of solutions with the properties (2.16)–(2.18) and as $\xi \to 0$ the asymptotic behaviour is given by
\begin{equation}
H \sim \text{const}\, \xi^\lambda, \quad \lambda < 0, \quad \text{for } n = 0,
\end{equation}
\begin{equation}
H \sim \text{const}\, |\ln \xi|^{1/n}, \quad \text{for } n \neq 0.
\end{equation}

**Proof.** According to Theorem 2, equation (2.15) has a one-parameter family of solutions (with respect to $c_{10}$) with the asymptotics (4.1). For $c_{10} < 0$ these solutions are
constants and are decreasing as $\xi \to \infty$. According to Lemma 4, for $\xi > 0$ they are decreasing monotonically to the value $H = 1$. By Lemma 6, these solutions do not come from infinity for any $\xi > 0$. By Lemma 5, none of these solutions tends to a finite value as $\xi \to 0$. Consequently, according to Theorem 1, all these solutions go to infinity with the asymptotics (6.1) as $\xi \to 0$.

We introduce the families

\begin{equation}
M_0 = M \cap (\mathcal{G}_1^{(0)} \cup \mathcal{F}_1^{(0)} \cup \mathcal{F}_1^{(1)}); \quad M_1 = M \cap \mathcal{F}_1^{(1)} \mathcal{G}_4^{(1)}.
\end{equation}

According to Theorems 1 and 2, they contain all the solutions of equation (2.15) that have the properties (2.16), (2.18) and tend to infinity as $\xi \to 0$. The family $M_1$ exists only for $c_2 < 0$ and is the boundary of the family $M_0$. Theorem 2 means that for $c_2 \geq 0$, to the family $M_0$ there corresponds the quadrant $\{c_2 \geq 0, c_{10} < 0\}$ of the $c_2, c_{10}$-plane.

**Case $c_2 < 0$.** For $c_2 < 0$ the solutions with asymptotic behaviour (4.1) and with $c_{10} < 0$ also increase monotonically as $\xi$ decreases from infinity; by Lemmas 4 and 7 they do not tend to infinity for finite $\xi$. But now, according to Lemma 5, they may have a finite limit as $\xi \to 0$. We used two schemes of numerical calculations to analyse the solutions of equation (2.15) for $c_2 < 0$.

**Scheme 1.** Write equation (2.15) in the form

\begin{equation}
2 \left[ \frac{dH^n dt}{dt} H - 2 H^n H^2 + (e^t + 2c_2) \dot{H} \right] = 0,
\end{equation}

where $t = \ln \xi$ and $\dot{t} \overset{\text{def}}{=} d\xi/dt$. Given the initial values $H_0$ and $\dot{H}_0$ for large negative values $t_0$, compute the solution by the Runge–Kutta method up to large positive values $t_N$.

**Scheme 2.** Take initial values of $H = 1 + y$, $H' = y'$ according to formulae (4.1), (4.2) for large $\xi = \xi_0$ near infinity. Here the infinite sum in formula (4.2) is replaced by an initial segment of it, and the values of the constant $c_{10} < 0$ are taken in some grid in $\mathbb{R}$. The Runge–Kutta method is used to compute the solution of equation (2.15) up to some small $\xi_N > 0$.

For the values

\begin{equation}n = 0, \quad \frac{1}{4}, \quad \frac{1}{2}, \quad \frac{3}{4}, \quad 1\end{equation}
Table 4. Values of c_{10} on the family \( \mathcal{M}_1 \).

<table>
<thead>
<tr>
<th>( c_2 )</th>
<th>( n = 0 )</th>
<th>( n = 1/4 )</th>
<th>( n = 1/2 )</th>
<th>( n = 3/4 )</th>
<th>( n = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(-1)</td>
<td>(-0.73231)</td>
<td>(-0.80337)</td>
<td>(-0.88023)</td>
<td>(-0.96351)</td>
<td>(-1.05338)</td>
</tr>
<tr>
<td>(-2)</td>
<td>(-0.41359)</td>
<td>(-0.47024)</td>
<td>(-0.53505)</td>
<td>(-0.60844)</td>
<td>(-0.69183)</td>
</tr>
<tr>
<td>(-3)</td>
<td>(-0.11085)</td>
<td>(-0.12877)</td>
<td>(-0.15048)</td>
<td>(-0.17571)</td>
<td>(-0.20536)</td>
</tr>
<tr>
<td>(-4)</td>
<td>(-1.94 \cdot 10^{-2})</td>
<td>(-2.29 \cdot 10^{-2})</td>
<td>(-2.73 \cdot 10^{-2})</td>
<td>(-3.25 \cdot 10^{-2})</td>
<td>(-3.88 \cdot 10^{-2})</td>
</tr>
<tr>
<td>(-5)</td>
<td>(-2.51 \cdot 10^{-3})</td>
<td>(-3.01 \cdot 10^{-3})</td>
<td>(-3.63 \cdot 10^{-3})</td>
<td>(-4.41 \cdot 10^{-3})</td>
<td>(-4.36 \cdot 10^{-3})</td>
</tr>
<tr>
<td>(-6)</td>
<td>(-2.57 \cdot 10^{-4})</td>
<td>(-1.29 \cdot 10^{-4})</td>
<td>(-3.83 \cdot 10^{-4})</td>
<td>(-4.71 \cdot 10^{-4})</td>
<td>(-5.82 \cdot 10^{-4})</td>
</tr>
<tr>
<td>(-7)</td>
<td>(-2.19 \cdot 10^{-5})</td>
<td>(-2.69 \cdot 10^{-5})</td>
<td>(-3.33 \cdot 10^{-5})</td>
<td>(-4.15 \cdot 10^{-5})</td>
<td>(-5.21 \cdot 10^{-5})</td>
</tr>
<tr>
<td>(-8)</td>
<td>(-1.59 \cdot 10^{-6})</td>
<td>(-1.98 \cdot 10^{-6})</td>
<td>(-2.47 \cdot 10^{-6})</td>
<td>(-3.11 \cdot 10^{-6})</td>
<td>(-3.95 \cdot 10^{-6})</td>
</tr>
<tr>
<td>(-9)</td>
<td>(-1.01 \cdot 10^{-7})</td>
<td>(-1.27 \cdot 10^{-7})</td>
<td>(-1.59 \cdot 10^{-7})</td>
<td>(-2.03 \cdot 10^{-7})</td>
<td>(-2.61 \cdot 10^{-7})</td>
</tr>
<tr>
<td>(-10)</td>
<td>(-0.57 \cdot 10^{-8})</td>
<td>(-0.72 \cdot 10^{-8})</td>
<td>(-0.91 \cdot 10^{-8})</td>
<td>(-1.17 \cdot 10^{-8})</td>
<td>(-1.52 \cdot 10^{-8})</td>
</tr>
</tbody>
</table>

Table 5. The minima of c_{10} on the family \( \mathcal{M}_1 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( c_2 )</th>
<th>( c_3 )</th>
<th>( c_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0 )</td>
<td>(-1.034)</td>
<td>(2.11366)</td>
<td>(-0.733023)</td>
</tr>
<tr>
<td>( 1/4 )</td>
<td>(-1.059)</td>
<td>(2.0226)</td>
<td>(-0.805886)</td>
</tr>
<tr>
<td>( 1/2 )</td>
<td>(-1.088)</td>
<td>(2.003022)</td>
<td>(-0.88612)</td>
</tr>
<tr>
<td>( 3/4 )</td>
<td>(-1.117)</td>
<td>(2.02054)</td>
<td>(-0.974637)</td>
</tr>
<tr>
<td>( 1 )</td>
<td>(-1.15)</td>
<td>(2.06913)</td>
<td>(-1.07229)</td>
</tr>
</tbody>
</table>

and for fixed values of \( c_2 < 0 \), first we calculated the solutions in the family \( \mathcal{M}_1 \). For scheme 1 the initial data were chosen according to formula (3.4) and the constant \( c_3 \) was varied so that the solution tended to \( H = 1 \) as \( t \to +\infty \). For the resulting solution, the value of the constant \( c_{10} \) was found by the first formula (4.1). Then, for control, the solution was computed by the second scheme with these values of the constants \( c_2 \) and \( c_{10} \), and the corresponding initial data of the first scheme were obtained. The results of these calculations with respect to the grid \( c_2 = -1(-1) - 10 \) are presented in Tables 3 and 4. Figure 12 shows the graphs of the functions \( c_3 = \alpha_3(c_2) \) and \( c_{10} = \alpha_{10}(c_2) \) for the values (6.4). It turns out that on the family \( \mathcal{M}_1 \) the values of the constant \( c_3 \) increase monotonically as \( c_2 \) decreases, and the values of the constant \( c_{10} \) have a minimum. Table 5 contains the values of \( c_2, c_3, c_{10} \) at the minimum points of \( c_{10} \) on the family \( \mathcal{M}_1 \). Figure 13 shows the graphs of the solutions \( H(\xi) \) and \( G(\xi) \) of the system (2.12), (2.10) for \( n = 0 \) and \( n = 1 \) for the values of \( c_2, c_3, \) and \( c_{10} \) corresponding to the minima of \( c_{10} \), that is, as in Table 5.

Since the family \( \mathcal{M}_1 \) is the boundary of the family \( \mathcal{M}_0 \), for the values of the constant \( c_{10} \) that are smaller than its values on the family \( \mathcal{M}_1 \), the solution belongs to the family \( \mathcal{M}_0 \) and has the asymptotics (3.7), (3.8) as \( \xi \to 0 \). Everything is clear about the asymptotic behaviour in (3.7), but for the asymptotic behaviour in (3.8) it would be of interest to know the values of the exponent \( \lambda \). For \( n = 0 \) for various values of \( c_2 \) and \( c_{10} < 0 \) corresponding to the family \( \mathcal{M}_0 \), the solutions were computed by the second scheme and the limit of the ratio \( \ln H/\ln \xi = \lambda \) as \( \xi \to 0 \) was computed. The results are presented...
Figure 12. The graphs of the functions $c_3 = \alpha_3(c_2)$ and $c_{10} = \alpha_{10}(c_2)$ for the family $\mathcal{M}_1$ and the values (6.4).

in Table 6  Figure 14 shows the graphs of the solution $H(\xi)$ for $n = 0$ and 1, $c_2 = 0$ and 10, $c_{10} = -1$. 
Table 6. The values of $-\lambda$ for $n = 0$ on the family $M_0$.

<table>
<thead>
<tr>
<th>$c_{10}$</th>
<th>$c_2$</th>
<th>$c_{-5}$</th>
<th>$c_{-4}$</th>
<th>$c_{-3}$</th>
<th>$c_{-2}$</th>
<th>$c_{-1}$</th>
<th>$c_0$</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>$c_4$</th>
<th>$c_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-1$</td>
<td>11.4</td>
<td>7.22</td>
<td>3.69</td>
<td>1.23</td>
<td>0.337</td>
<td>0.591</td>
<td>1.35</td>
<td>2.27</td>
<td>3.24</td>
<td>4.23</td>
<td>5.23</td>
<td></td>
</tr>
<tr>
<td>$-2$</td>
<td>11.6</td>
<td>8.33</td>
<td>4.77</td>
<td>2.15</td>
<td>0.894</td>
<td>0.899</td>
<td>1.54</td>
<td>2.41</td>
<td>3.35</td>
<td>4.33</td>
<td>5.31</td>
<td></td>
</tr>
<tr>
<td>$-3$</td>
<td>12.2</td>
<td>8.98</td>
<td>5.38</td>
<td>2.69</td>
<td>1.27</td>
<td>1.12</td>
<td>1.67</td>
<td>2.50</td>
<td>3.43</td>
<td>4.39</td>
<td>5.37</td>
<td></td>
</tr>
<tr>
<td>$-4$</td>
<td>13.7</td>
<td>9.43</td>
<td>5.82</td>
<td>3.08</td>
<td>1.56</td>
<td>1.28</td>
<td>1.77</td>
<td>2.57</td>
<td>3.48</td>
<td>4.43</td>
<td>5.40</td>
<td></td>
</tr>
<tr>
<td>$-6$</td>
<td>14.3</td>
<td>10.1</td>
<td>6.43</td>
<td>3.63</td>
<td>1.97</td>
<td>1.54</td>
<td>1.92</td>
<td>2.67</td>
<td>3.56</td>
<td>4.50</td>
<td>5.46</td>
<td></td>
</tr>
<tr>
<td>$-8$</td>
<td>14.8</td>
<td>10.5</td>
<td>6.86</td>
<td>4.02</td>
<td>2.27</td>
<td>1.73</td>
<td>2.04</td>
<td>2.75</td>
<td>3.62</td>
<td>4.55</td>
<td>5.51</td>
<td></td>
</tr>
<tr>
<td>$-10$</td>
<td>15.1</td>
<td>10.9</td>
<td>7.19</td>
<td>4.31</td>
<td>2.51</td>
<td>1.89</td>
<td>2.14</td>
<td>2.82</td>
<td>3.67</td>
<td>4.59</td>
<td>5.54</td>
<td></td>
</tr>
</tbody>
</table>

Thus, for fixed $n \in [0, 1]$ on the family $M_1$ the way the constants $c_3$ in (3.4) and $c_{10}$ in (4.1) depend on $c_2 < 0$ are given by the curves

\[(6.5) \quad c_3 = \alpha_3(c_2, n) \quad \text{and} \quad c_{10} = \alpha_{10}(c_2, n).\]

![Graphs](https://example.com/graph1.png)  

**Figure 13.** The graphs of the functions $H(\xi)$ and $G(\xi)$ for the solution of the system (2.12), (2.10) for $n = 0$ and $n = 1$ with the minimal value of $c_{10} = \alpha_{10}(c_2)$.  
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Thus, we have obtained the following.

**Lemma 8.** For fixed $n \in [0, 1]$ the family $\mathcal{M}_0$ contains all those solutions in the family $\mathcal{M}$ for which $c_{10} < \omega_{10}(c_2)$.

Combining Lemmas 7 and 8 results in the following.

**Theorem 3.** For fixed $n \in [0, 1]$ the family $\mathcal{M}_0$ contains all those solutions in the family $\mathcal{M}$ for which

$$c_{10} < \begin{cases} 
\omega_{10}(c_2) & \text{if } c_2 < 0; \\
0 & \text{if } c_2 \geq 0.
\end{cases}$$

These solutions have the asymptotics (6.1) as $\xi \to 0$.  

![Figure 14. The graphs of the function $H(\xi)$ for the solutions of the system (2.12), (2.10) for $n = 0, 1$; $c_2 = 0, 10$; $c_{10} = -1$.](image)
7. Return to the Original Problem

If we subject the solutions $H(\xi)$ of equation (2.15) to the inverse transformations of those indicated in Lemma 3, then we obtain solutions of the truncated system (1.16)–(1.18). Then corresponding to the families $\mathcal{M}_0$ and $\mathcal{M}_1$ of solutions of the problem (2.15)–(2.17) there will be families $\tilde{\mathcal{M}}_0$ and $\tilde{\mathcal{M}}_1$ of self-similar solutions of the problem (1.13), (1.14), (1.16)–(1.18). Namely, first we obtain $G(\xi)$ in the problem (2.4), (2.10)–(2.12), and we have $G \sim \xi/H$ as $\xi \to 0$, that is,

\begin{equation}
G \sim \text{const } \xi^{1-\lambda}, \quad \lambda < 0, \quad \text{for } n = 0,
\end{equation}

\begin{equation}
G \sim \frac{\text{const } \xi}{|\ln \xi|^{1/n}} \quad \text{for } n \neq 0.
\end{equation}

Then, after the making the inverse transformation to (2.8), we obtain the solutions $G(\xi)$ and $H(\xi)$ of the problem (2.2)–(2.4). As $\xi \to 0$ they have the asymptotics (7.1) and

\begin{align*}
H & \sim \text{const } \xi^\lambda, \quad \lambda < 0, \quad \text{for } n = 0, \\
H & \sim \text{const } |\ln \xi|^{1/n} \quad \text{for } n \neq 0.
\end{align*}

From (2.1) we obtain $P(\xi)$ and as $\xi \to 0$ it has the asymptotic behaviour

\begin{align*}
P & \sim \text{const } \xi^{-\lambda}, \quad \lambda < 0, \quad \text{for } n = 0, \\
P & \sim \frac{\text{const } \xi}{|\ln \xi|^{1/n}} \quad \text{for } n \neq 0.
\end{align*}

On passing from the self-similar coordinates (1.19) to the original ones, we obtain the solutions $\psi, \rho, h$ of the problem (1.13), (1.14), (1.16)–(1.18). In the boundary layer as $\xi \to 0$ they have the asymptotics

\begin{align}
\psi & \sim \text{const } x_0^{1-\lambda}, \quad \rho \sim \text{const } \xi^{\lambda}, \quad h \sim \text{const } \xi^\lambda, \quad \lambda < 0, \quad n = 0; \\
\psi & \sim \frac{\text{const } r^2}{|\ln \xi|^{1/n}}, \quad \rho \sim \frac{\text{const } \xi^{1-\lambda}}{|\ln \xi|^{1/\lambda}}, \quad h \sim \text{const } |\ln \xi|^{1/n}, \quad n \in (0, 1).
\end{align}

Thus, we have obtained the solutions and their asymptotics for the family $\tilde{\mathcal{M}}_0$. In a similar fashion we obtain the solutions for the family $\tilde{\mathcal{M}}_1$, which as $\xi \to 0$ have the asymptotics

\begin{align}
\psi & \sim \frac{\text{const } r^2}{|\ln \xi|^{1/(n+1)}}, \quad \rho \sim \frac{\text{const } \xi^{1-\lambda}}{|\ln \xi|^{1/(n+1)}}, \quad h \sim \text{const } |\ln \xi|^{1/(n+1)}, \quad n \in [0, 1],
\end{align}

By Theorem 1 of Chapter I the solutions in the families $\tilde{\mathcal{M}}_0$ and $\tilde{\mathcal{M}}_1$ are asymptotics of solutions of the problem (1.7)–(1.9), (1.12)–(1.13) for $x \to +\infty$ and $r^2/x < \infty$ if such solutions exist.

Thus, we have obtained the following main result.

**Theorem 4.** In the boundary layer $r^2/x < \infty$ as $x \to +\infty$ the problem (1.7)–(1.9), (1.12)–(1.13) has families of solutions $\tilde{\mathcal{M}}_0$ and $\tilde{\mathcal{M}}_1$. Near the needle, as $\xi = r^2/x \to 0$, $\tilde{\mathcal{M}}_0$ has the asymptotics (7.2) and $\tilde{\mathcal{M}}_1$ has (7.3). When the parameters of the problem (1.7)–(1.9), (1.12)–(1.13) are fixed, the family $\tilde{\mathcal{M}}_0$ is a two-parameter family, while $\tilde{\mathcal{M}}_1$ is a one-parameter family and is the boundary of the family $\tilde{\mathcal{M}}_0$.

In the boundary layer $\xi \in (0, \infty)$, the families $\tilde{\mathcal{M}}_0$ and $\tilde{\mathcal{M}}_1$ of self-similar solutions of the truncated system (1.16)–(1.18) are asymptotics of solutions in the families $\tilde{\mathcal{M}}_0$ and
Theorem 5. As \( x \to +\infty \) the accuracy of the asymptotics in the families \( \tilde{\mathcal{M}}_0 \) and \( \tilde{\mathcal{M}}_1 \) in the boundary layer \( \xi \in (0, \infty) \) is estimated by the formulae
\[
\psi - \tilde{\psi} = \tilde{\psi} O(x^{-\varepsilon}), \quad \rho - \tilde{\rho} = \tilde{\rho} O(x^{-\varepsilon}), \quad h - \tilde{h} = \tilde{h} O(x^{-\varepsilon}),
\]
where \( 0 < \varepsilon < 1 \) and \( \tilde{\psi}, \tilde{\rho}, \tilde{h} \) are asymptotics in the families \( \tilde{\mathcal{M}}_0 \) and \( \tilde{\mathcal{M}}_1 \), while \( \psi, \rho, h \) are solutions in the families \( \mathcal{M}_0 \) and \( \mathcal{M}_1 \).

Proof. By Lemma 2, the vector \( P = (2, 1, 2, 0, 0) \) is a normal vector of the truncated system (1.16)–(1.18). To apply Remark 1 of Chapter I we need \( p_1 = 1 \). Therefore we must use the vector \( P^* = P/2 = (1,1/2,1,0,0) \). Then in Remark 1 of Chapter I we have
\[
\alpha_1 = \langle P^*, Q_2 \rangle = -\frac{1}{2},
\]
\[
\beta_1 = \langle P^*, Q_1 \rangle = \langle P^*, Q_3 \rangle = -\frac{3}{2},
\]
\[
\alpha_2 = \langle P^*, Q_5 \rangle = \langle P^*, Q_6 \rangle = \langle P^*, Q_8 \rangle = -1,
\]
\[
\beta_2 = \langle P^*, Q_7 \rangle = -2,
\]
\[
\alpha_3 = \langle P^*, Q_9 \rangle = \langle P^*, Q_{12} \rangle = \langle P^*, Q_{13} \rangle = -1,
\]
\[
\beta_3 = \langle P^*, Q_{10} \rangle = \langle P^*, Q_{14} \rangle = -2.
\]
Consequently, in formula (1.6) of Chapter I we have
\[
0 < \varepsilon < \varepsilon_0 = \min_{1 \leq i, j \leq 3} |\alpha_i - \beta_j| = 1,
\]
that is, we have obtained the estimate (7.4).

\[ \square \]

Conclusion

To the authors’ surprise, the negative result in Chapter II raised doubts among specialists in hydromechanics.

In particular, Kulikovskii expressed the following viewpoint. In the problem of a viscous incompressible flow in an infinite cylinder, a particular solution is known, which is called the Poiseuille flow. A flow is also known when a smaller cylinder is placed coaxially inside a larger cylinder. In this case the solution is practically the same as the Poiseuille flow, except for a small layer near the inner cylinder. Here, the adhesion conditions hold at both cylinders. If the radius of the inner cylinder tends to zero (that is, a needle is obtained in the limit), then in the limit the same Poiseuille flow in the large cylinder is obtained, which ignores the needle situated on the axis of the cylinder. This point seems to be convincing to other specialists in mechanics.

We can reply to this consideration that the flow thus obtained does not satisfy the adhesion conditions at the needle and, consequently, is not a solution of the problem of a flow past a needle.

The following simple example suggested by Bakhvalov may serve to confirm the result about the non-existence of solutions in the problem of a flow of a viscous incompressible fluid past a (semi-)infinite needle. Consider the “crosssection” through the cylinders, that is, two concentric circles on the plane. If proper boundary conditions for the Laplace operator on the plane are given at these circles, then this Dirichlet problem in the annulus between the circles always has a unique solution. If the radius of the inner circle tends to zero, then in the limit we obtain a Dirichlet problem in a disc with a punctured point with boundary conditions at the outer circle and at the punctured point. As a
rule, such a Dirichlet problem has no solutions, since the Dirichlet problem in the disc without puncture has a unique solution. If the value of this solution at the punctured point is different from the given value, then the problem has no solutions. The same example was given in the referee’s report on the paper [15]. Furthermore, the referee and independently Kondrat’ev agree with the negative result of Chapter II.

In the authors’ opinion, the non-existence of a flow can be explained from the physical viewpoint as follows. The adhesion condition at the needle is stronger than at a plate. Therefore, for a non-steady flow of a viscous incompressible fluid past a semi-infinite needle, the fluid will stick to the needle; this clot (that is, a volume with very low flow-speed) will enlarge, fill the entire space and stop the flow.

In any case, nobody has produced a solution satisfying all the boundary conditions, even with an arbitrarily complicated singularity.

Birman noted that to check whether it is possible for the adhesion condition on the needle to be satisfied can be done using the linear approximation of the Navier–Stokes equations, that is, by the Stokes equations or, more precisely, by their truncated system. Indeed, for the case of incompressible fluid, if in the system (1.1) of Chapter II the non-linear terms are discarded and for the resulting system the truncated system is selected corresponding to the upper boundary conditions in (2.1), then we obtain the system

\[
\frac{1}{\rho} \frac{\partial p}{\partial x} = \nu \left( \frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} \right), \quad \frac{1}{\rho} \frac{\partial p}{\partial y} = \frac{1}{\rho} \frac{\partial p}{\partial z} = 0.
\]

Its self-similar solutions have \( p = \text{const} \), that is, we obtain the single equation

\[
\frac{\partial^2 u}{\partial y^2} + \frac{\partial^2 u}{\partial z^2} = 0
\]

with the boundary conditions \( u = u_\infty \neq 0 \) as \( y^2 + z^2 \to \infty \), and \( u = 0 \) for \( y = z = 0 \).

As mentioned above, this problem has no solutions. Hence for a fluid the adhesion conditions at the needle cannot be satisfied even for a three-dimensional flow that is not axisymmetric. Consequently, for the fluid, increasing the number of dependent variables at the expense of abandoning the axial symmetry of the flow does not allow one to obtain a solution.

For the case of a gas, corresponding to the truncation of the linear part of the original system (1.1)–(1.3) of Chapter III we have the part of the truncated system (1.16)–(1.18) in Chapter III that is linear in \( \psi \). After introducing the self-similar coordinates (1.19) from Chapter III, the truncated system reduces to the system of ODE (2.2) in Chapter III. Its part that is linear in \( G \) consists of the equation

\[
2C^n \left[ H^n (G'H')' \right] = 0
\]

and equation (2.7). For this system, equation (2.5) of Chapter III distinguishes an invariant manifold, on which this system reduces to equation (2.15) of Chapter III. The analysis of the solutions of this equation carried out in § 3 of Chapter III shows that here the adhesion conditions can be satisfied.

Aksenov considers that the reason for the negative result for the fluid is the fact that near the needle of very small diameter, comparable with the size of molecules of the fluid, the Navier–Stokes equations are inapplicable. He adduces the following argument. For the Poiseuille flow between two cylinders, mentioned above, when the inner cylinder has a very small diameter, the friction at it is of the same order as at the outer cylinder. This contradicts mechanical intuition.
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