ASYMPTOTIC EXPANSIONS FOR POLYNOMIALS
ORTHOGONAL WITH RESPECT TO A COMPLEX
NON-CONSTANT WEIGHT FUNCTION

A. APTEKAREV AND R. KHABIBULLIN

Abstract. We consider a sequence of polynomials that are orthogonal with respect to a complex analytic weight function which depends on the index \( n \) of the polynomial. For such polynomials we obtain an asymptotic expansion in \( 1/n \). As an example, we present the asymptotic expansion for Laguerre polynomials with a weight that depends on the index of the polynomial.

1. Introduction

1.1. The setting and the formulation of the problem. Let \( Q_j \in H(\Omega), j = 0, 1, \) be holomorphic functions in a domain \( \Omega \) which define a sequence of weight functions,

\[
W_n(z) := e^{-2n(Q_0(z)+Q_1(z))},
\]

considered in a domain \( \Omega \) that contains a smooth Jordan arc \( F \), and let

\[
\{P_k(z) = z^k + \cdots\}_{k=0}^\infty : \quad \int_F P_n(z)z^\nu W_n(z) \, dz = 0, \quad \nu = 0, \ldots, n-1,
\]

be polynomials which are orthogonal along the contour \( F \) in the complex plane with respect to the non-constant weight \( W_n(z) \).

In the present work we study the asymptotic behaviour of the polynomials \( P_n \) as \( n \to \infty \). The goal is to obtain a complete asymptotic expansion in powers of \( 1/n \).

An explicit form of the asymptotics of (2), (1) makes it possible to solve a number of important problems in diverse areas of mathematics. In [1], they were used to determine the rate of approximation of analytic functions by rational functions. Among many other impressive applications we note universality theorems in the theory of random matrices [3, 4, 5], applications to asymptotic combinatorics [6, 7] and mathematical physics [8, 9].

The foundations of the asymptotic theory of orthogonal polynomials was laid by S. N. Bernstein [10] and G. Szegö [11] (in the case of a real weight on an interval in the real line). Bernstein’s method allows an extension to complex-valued functions [12, 13, 14, 15]. Stahl [16] explored the connection between the asymptotics of complex-valued orthogonal polynomials and extremal problems in the theory of logarithmic potential in the plane. Significant progress in the asymptotic theory of orthogonal polynomials has been achieved recently by using methods of the matrix Riemann–Hilbert problem. Its, Kitaev, and Fokas (see [8, 17]) suggested a reformulation of the orthogonality conditions
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for (2) in terms of a matrix Riemann–Hilbert problem. The steepest descent method for an asymptotic solution of this problem was suggested by Deift and Zhou [18]. The matrix Riemann–Hilbert problem method has not only made it possible to make considerable progress in the asymptotic theory of polynomials orthogonal with respect to a non-constant real-valued weight function (see [3, 4, 19, 20, 21]), but also proved capable of being extended to the case of complex-valued non-constant weights in the complex plane [2, 6, 9]. Apart from the above references, a detailed description of this method is contained in the monograph [22]; an approachable exposition of the main ideas can also be found in [23].

One of the merits of the Deift–Zhou steepest descent method is that it not only allows us to obtain an explicit expression for the leading term of the asymptotic series of the polynomials $P_n$, but also enables us to describe the entire asymptotic expansion. This has been shown in [3, 20], which present the asymptotic expansion of the polynomials (2) with

$$F := R, \quad Q_1 = 0, \quad Q_0(z) = \sum_{j=0}^{2m} q_j z^j, \quad q_j \in \mathbb{R}, \quad q_{2m} > 0.$$  

The paper [24] contains a more refined description of the asymptotics of [3, 20]; in particular, explicit formulae are obtained for the coefficients of the expansion in powers of $\frac{1}{n}$. Let us also note the paper [25], which studies the asymptotics in the case of

$$F := [-1, 1], \quad W_n(z) = W(z)(z - 1)^\alpha(z + 1)^\beta, \quad Q_0 = 0,$$

where $W(z)$ is a real analytic function on $[-1, 1]$.

In the present work we describe the asymptotic expansions for polynomials (2) under sufficiently general conditions on the complex-valued functions $Q_0$ and $Q_1$, which ensure that a contour $F$ can be chosen to be a connected arc in the complex plane. Thus we extend the results of [2], where under similar conditions the leading term of the asymptotic expansion of $P_n$ was obtained. At the same time, in our constructions and proofs we make essential use of the ideas and techniques introduced in the study of asymptotic expansions in [3, 24, 25].

1.2. **Statement of the results.** To formulate the main theorem we will need the following concepts.

1) An important rôle is played by the extremal measure $\lambda$ which ensures the equilibrium of the logarithmic potential

$$V_\nu(z) := \int_F \ln \frac{1}{|t - z|} d\nu(t)$$

in the external field $f := \Re(Q_0)$:

$$V_\lambda + f \begin{cases} = \gamma_\Delta & \text{on } S(\lambda), \\ \geq \gamma_\Delta & \text{on } F. \end{cases}$$  

(3)

We take the support $S(\lambda)$ of this measure to be a connected arc, $S(\lambda) =: \Delta =: [a, b]$, connecting the points $a$ and $b$. We fix the orientation to be from $a$ to $b$ so that the limiting values of functions in the approach to $\Delta$ from the left (right) will be indicated by $+$ ($-$).

If the measure $\lambda$ (which always exists and is unique) satisfies the additional property that

$$\frac{\partial(V_\lambda + f)}{\partial n_+} = \frac{\partial(V_\lambda + f)}{\partial n_-} \text{ on } S(\lambda),$$  

(4)

then we say that the pair $(F, f)$ has the $S$-property; we will denote this fact by $(F, f) \in S$. 
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2) In addition, the expression for the asymptotics will contain the so-called Szegő function \( \varphi_n \) for the weight function \( W \), which is defined as the solution of the following boundary value problem:

\[
\varphi_n \in H(\mathbb{C} \setminus \Delta), \quad \varphi_n \neq 0 \quad \text{in} \quad \mathbb{C} \setminus \Delta, \quad \exists \varphi_{n \pm} \in L^2(\Delta),
\]

\[
\varphi_n(z) = \frac{z^n}{C_n} + \cdots, \quad z \to \infty.
\]

A solution of the problem (5) exists and is unique (up to sign \( \pm \)) for some \( C_n \) determined from \( W \). Properties of this solution and its explicit form will be discussed later (see Subsection 2.2).

The main result of the present work is the following theorem, which provides a complete asymptotic expansion for the polynomials \( P_n \) outside the arc \( \Delta \) of the support of the equilibrium measure \( \lambda \).

**Theorem 1.** Let the sequence of analytic weight functions \( \{W_n\}_{n=0}^{\infty} \) be given by (1) and let the smooth Jordan arc \( F \) satisfy the following conditions:

1) \((F, \Re(Q_0)) \in S\), the equilibrium set on \( F \)

\[
\Delta := \{z : V_{\lambda}(z) + \Re(Q_0(z)) = \gamma_\Delta \}
\]

is connected, and \( \lambda' > 0 \) at all interior points of the arc \( \Delta \).

2) The behaviour of the derivative \( \lambda' \) of the equilibrium measure (in the field \( Q_0 \)) in a neighbourhood of the endpoints \( a \) and \( b \) of the support \( \Delta \) is described by

\[
\lambda'(z) := ((z-a)(z-b))^{1/2}h(z), \quad \text{for} \quad h \in H(O_a \cup O_b), \quad z \in O_a \cup O_b.
\]

Then

A) for sufficiently large \( n \) there are polynomials \( P_n(z) = z^n + \cdots \), defined by the condition (2), that are orthogonal with weights \( W_n \) on \( F \);

B) For \( z \in \mathbb{C} \setminus \Delta \), the expression \( \frac{P_n(z)}{C_n \varphi_n(z)} \), with a Szegő function \( \varphi_n \) (for the weight function \( W_n \)), defined in (5), has an asymptotic expansion in powers of \( 1/n \) of the form

\[
\frac{P_n(z)}{C_n \varphi_n(z)} \sim \frac{1}{2}(\beta(z) + \beta^{-1}(z)) \left[ 1 + \sum_{k=1}^{\infty} \frac{\Pi_k(z)}{n^k} \right] \quad \text{as} \quad n \to \infty,
\]

where

\[
\beta(z) = \left( \frac{z-b}{z-a} \right)^{1/4}.
\]

This expansion is uniform in \( z \) for compact sets in \( \overline{\mathbb{C}} \setminus \Delta \). The functions \( \Pi_k \) are analytic in \( \mathbb{C} \setminus \Delta \) and can be computed explicitly.
coefficient of $1/n$ in the expansion (8):

\[
\Pi_1(z) = \frac{i}{48h(b)(z-b)} \left\{ \frac{5}{(z-b)} + \frac{6}{(b-a)} + \frac{3h'(b)}{h(b)} \right\} + i\frac{c_b}{16h(b)}(b-a) + \frac{i}{48h(a)(z-a)} \left\{ \frac{5}{(z-a)} - \frac{6}{(a-b)} - \frac{3h'(a)}{h(a)} \right\} - i\frac{c_a}{16h(a)}(a-b)
\]

where the coefficients $c_b$ and $c_a$ are given by the formulae

\[
c_\alpha := \frac{1}{2\pi i} \int \frac{-2Q_1(\zeta)}{((\zeta-a)(\zeta-b))^{1/2}(\zeta-a)} \frac{d\zeta}{\zeta}, \quad \alpha = a, b,
\]

respectively, and the integral is taken along a closed contour $\gamma$ that encloses the support of the equilibrium measure $\lambda$ and is oriented counterclockwise.

The proof of Theorem 1 is presented in the next section. In \S 3 we obtain the explicit form of the coefficient $\Pi_1(z)$ (that is, \cite{8}, \cite{19}). Finally, in \S 4 we consider an example of an asymptotic expansion in $n$ for the Laguerre polynomials $L_n^{(-2A_n-A)}(x)$. A different example, which uses Theorem 1 to obtain an asymptotic expansion for Bessel polynomials, was considered in \cite{20}.

2. THE METHOD OF THE RIEMANN–HILBERT MATRIX PROBLEM FOR OBTAINING STRONG ASYMPTOTICS OF ORTHOGONAL POLYNOMIALS

2.1. The Riemann–Hilbert matrix problem for orthogonal polynomials. In addition to polynomials $P_n(z) = z^n + \cdots$, we will also consider functions of the second kind,

\[
R_n(z) := \frac{1}{2\pi i} \int_F \frac{P_n(t)W_n(t)}{t-z} dt, \quad R_n(z) = O\left(\frac{1}{z^{n+1}}\right).
\]

Together with the pair $P_n, R_n$, we will consider pairs $\tilde{P}_{n-1}, \tilde{R}_{n-1}$ such that

\[
\int_F \tilde{P}_{n-1}(z)z^\nu W_n(z) dz = 0, \quad \nu = 0, \ldots, n-2, \quad \tilde{P}_{n-1}(z) = z^{n-1} + \cdots,
\]

\[
\tilde{R}_{n-1}(z) := \frac{1}{2\pi i} \int_F \frac{\tilde{P}_{n-1}(t)W_n(t)}{t-z} dt, \quad \tilde{R}_{n-1}(z) = \frac{1}{mz^n} + \cdots, \quad z \to \infty,
\]

where $m$ is some constant that depends on $n$.

Following \cite{8}, we consider matrix-valued functions

\[
Y := \begin{pmatrix} P_n & R_n \\ m\tilde{P}_{n-1} & m\tilde{R}_{n-1} \end{pmatrix}, \quad W := \begin{pmatrix} 1 & W_n \\ 0 & 1 \end{pmatrix}.
\]

The function $Y \in H_{2+2}(\mathbb{C} \setminus F)$ has continuous (non-tangential) boundary values $Y_+$ and $Y_-$ “inside” $F$ (that is, with the exception of the boundary points), and these boundary values are $L^2$-integrable on the whole of $F$.

From the definition (10) of $R_n$, as well as from the definition of $\tilde{R}_{n-1}$, in view of the Sokhotskii–Plemelj relation, functions of the second kind satisfy the boundary relations

\[
P_nW_n = R_{n+} - R_{n-}, \quad \tilde{P}_{n-1}W_n = \tilde{R}_{n-1+} - \tilde{R}_{n-1-}.
\]
Therefore the function $Y$ is a solution of the following matrix Riemann–Hilbert boundary value problem:

$$Y \in H_{2 \times 2}(\mathbb{C} \setminus F), \quad \exists Y_\pm \in L^2_{2 \times 2}(F),$$

$$Y_+ = Y_- W \quad \text{“inside” } F, \quad Y(z) = \left( I + O\left(\frac{1}{z}\right) \right) \begin{pmatrix} z^n & 0 \\ 0 & z^{-n} \end{pmatrix}, \quad z \to \infty. \quad (11)$$

The boundary value problem (11) is identically equivalent to the definition of the orthogonal polynomials (2); its solution (once we fix the behaviour at the endpoints of $F$) is unique (see [22]).

The main idea of the method (see [22]) consists in effecting the consecutive transformations $Y \to T \to S \to R$ of the original Riemann boundary value problem to obtain an equivalent problem that is normalized at infinity and has a jump matrix that tends uniformly to the identity matrix as $n \to \infty$. Using the fact that for $R$ the jump matrix has a complete asymptotic expansion in powers of $1/n$, we will obtain a complete asymptotic expansion for $R$ itself. Therefore, reversing the direction in the sequence of transformations $Y \to T \to S \to R$, we will obtain complete asymptotic expansions for the matrix $Y$ and thus for the required orthogonal polynomials together with the related functions of the second kind.

- The first transformation $Y \to T$, which uses the Szegő function for the restriction of the weight function $W_n$ to the support $\Delta \subseteq F$ of the equilibrium measure $\mathbb{R}(Q_0)$, allows us to pass to a boundary value problem the solution of which (unlike $Y$) is a function that is holomorphic in $\mathbb{C} \setminus F$, that is, without singularities at infinity, while the jump matrix allows a factorization in $\Delta$ which we will find very convenient.

- The second transformation $T \to S$ includes a factorization of the jump matrix for $T$ with a further deformation of the contour $F$ (“opening up the lens”) and an equivalent transformation from a boundary value problem for $T$ on the contour $F$ to one for $S$ on the deformed contour $\Sigma_1$. As a result, at all the interior points of the contour $\Sigma_1 \setminus \Delta$ the jump matrix for $S$ converges as $n \to \infty$ to the identity matrix, while on $\Delta$ the jump is constant.

- Before effecting the third transformation $S \to R$, we consider two problems: first, to find a matrix $N$ with a constant jump on $\Delta$, and second, to find a matrix $U$ defined in neighbourhoods $O_\delta$ of the endpoints of the support of the equilibrium measure with a jump matrix which on the union of contours $O_\delta \cup \Sigma_1$ is identical to the jump matrix for $S$ on $\Sigma_1$.

- Finally, the third transformation $S \to R$ is a multiplication of $S$ by $N$ outside neighbourhoods of the endpoints and by $U$ inside these neighbourhoods. The matrix $R$ will also satisfy some Riemann boundary value problem. Due to the choice of the matrices $N$ and $U$ as well as the matching conditions, the jump matrix for $R$ will converge on the family $\Sigma$ of contours to the identity matrix as $n \to \infty$.

### 2.2. The equilibrium measure and the Szegő function

In this subsection we will discuss in more detail the concepts from the theory of logarithmic potential and the boundary value problems mentioned in the Introduction.

Let $M(F)$ be the set of positive probability measures $\nu$ on $F$ (that is, $S_\nu := \text{supp} \nu \subseteq F$) such that

$$\int_{|t| \geq 1} \log |t| \, d\nu(t) < +\infty.$$
For each measure \( \nu \in M(F) \) we define its logarithmic potential:

\[
V_\nu(z) := \int_F \ln \frac{1}{|t-z|} \, d\nu(t).
\]

Let us also consider two functionals on the space \( M(F) \). By \( I(\nu) \) we will denote the energy that does not take external fields into account:

\[
I(\nu) = \int V_\nu \, d\nu.
\]

For any continuous function \( f \) defined on \( F \), we will denote by \( I_f(\nu) \) the energy of the measure \( \nu \) in the external field \( f \):

\[
I_f(\nu) := I(\nu) + 2 \int_F f \, d\nu.
\]

There exists a unique measure \( \lambda := \lambda(F, f) \) that minimizes the energy functional \( I_f \) (that is, \( I_f(\lambda) = \inf_{\nu \in M(F)} I_f(\nu) \)). This is the measure (see [11]) which satisfies the equilibrium condition (3).

Let us introduce the complex potential

\[
(12) \quad \mathcal{V}_\lambda(z) := V_\lambda(z) + i\tilde{V}_\lambda(z) = \int_F \ln \frac{1}{t-z} \, d\lambda.
\]

Here \( \tilde{V}_\lambda \) is determined, modulo an imaginary constant, from the Cauchy–Riemann relations.

Let \( (F, \mathcal{R}(Q_0)) \in S \) (see (4) for a definition). Then the analyticity of \( Q \) and (3) allow us to rewrite (4) as

\[
\frac{d}{dz}(\mathcal{V}_\lambda+Q_0) = -\frac{d}{dz}(\mathcal{V}_\lambda+Q_0) \quad \text{on} \quad \Delta,
\]

which in turn entails the following boundary value problem for the complex potential:

\[
(13) \quad \mathcal{V}_\lambda+\mathcal{V}_\lambda = -2Q_0 + 2\Gamma,
\]

where the uniquely determined real part of the constant \( \Gamma \), in view of the equilibrium relation (3), is equal to the equilibrium constant

\[
\Re(\Gamma) = \gamma\Delta.
\]

Therefore the function

\[
(14) \quad \Phi_{Q_0} := \exp\{\Gamma - \mathcal{V}_\lambda\}
\]

satisfies the boundary condition

\[
(15) \quad \Phi_{Q_0} + \Phi_{Q_0}e^{-2Q_0} = 1 \quad \text{on} \quad \Delta.
\]

It is known (see [28, p. 485]) that the boundary value problem

\[
(16) \quad \tilde{s} \in H^\infty(\overline{C} \setminus \Delta), \quad \tilde{s} \neq 0 \quad \text{in} \quad \overline{C} \setminus \Delta,
\]

\[
\tilde{s} + \tilde{s} - \tilde{W} = 1 \quad \text{on} \quad \Delta,
\]

has a unique solution (up to the sign \( \pm \)) in the class of bounded functions; it is given by

\[
(17) \quad \tilde{s}(\tilde{W}; z) = \exp\left\{w\Delta \int_\Delta \frac{\log \tilde{W}(t)}{z-t} \, dt \right\},
\]

and furthermore

\[
\tilde{s}(\infty) = \exp\left\{\int_\Delta \frac{\log \tilde{W}(t) \, dt}{2\pi i w\Delta+} \right\}.
\]
Here
\[ w_\Delta(z) = ((z-a)(z-b))^{1/2}, \quad \frac{w_\Delta(z)}{z} \to 1, \quad z \to 1. \]
Choosing \( W := e^{-2Q_1} \) and taking into account (14) and (15), we obtain an explicit form for the Szegő function, the solution of the problem (5) with \( \lambda \):
\[ \varphi_n(z) = \Phi_n^{\#}(z)\tilde{z}(e^{-2Q_1}; z), \]
where the normalization constant in (5) equals \( C_n = \varphi_n^{-1}(\infty) \).

2.3. The first transformation \( Y \to T \): normalization of the matrix problem. First we recall that the goal of the first transformation is to make the solution holomorphic at infinity. To that end, consider a function \( \varphi \) that solves the boundary value problem (5) with \( W := W_n \) (the index \( n \) in \( \varphi_n \), which denotes the dependence on \( n \), has been omitted to simplify notation).

Using the diagonal matrices
\[ \Phi := \text{diag}\{\varphi^{-1}, \varphi\} \quad \text{and} \quad C := \text{diag}\{C_n^{-1}, C_n\}, \]
we define the matrix function
\[ T := CY\Phi = \begin{pmatrix} \frac{Q_1}{C_n\varphi} & \frac{\varphi}{C_n}R_n \\ \frac{C_mQ_{n-1}}{\varphi} & C_m\varphi\tilde{R}_{n-1} \end{pmatrix}. \]
This function is the unique solution of the boundary value problem
\[ T \in H^2_{2\times 2}(\mathbb{C} \setminus F), \]
\[ T_+ = T_- J \quad \text{on} \quad F, \]
\[ T(z) = I + O\left(\frac{1}{z}\right), \quad z \to \infty, \]
where, due to the identity
\[ T_+ = CY_+\Phi_+ = CY_-W_+ = CY_+\Phi_-^{-1}W_+ = T_-\Phi_-^{-1}W_+, \]
the jump matrix \( J \) is given by
\[ J := \Phi_-^{-1}W_+ = \begin{pmatrix} \varphi_- & \varphi_+W_n \\ 0 & \varphi_-^{-1} \end{pmatrix} \quad \text{on} \quad F. \]
Note that on the support of the equilibrium measure, in view of the boundary conditions for the function \( \varphi \), the jump matrix \( J \) can be rewritten as
\[ J = \begin{pmatrix} \frac{\varphi_-}{\varphi_+} & \frac{\varphi_+}{\varphi_-}W_n \\ 0 & \frac{\varphi_-}{\varphi_+} \end{pmatrix} = \begin{pmatrix} \frac{\varphi_-}{\varphi_+} & 1 \\ 0 & \frac{\varphi_-}{\varphi_+} \end{pmatrix} \quad \text{on} \quad \Delta. \]

2.4. The second transformation \( T \to S \): factorization of the jump matrix and “opening the lens”. Since the boundary values of the complex potential of the equilibrium measure \( \lambda \),
\[ \mathcal{V}_\lambda(z) = -\int_\Delta \ln(z-t)\,d\lambda(t) = \mathcal{V}_\lambda(z) - i\int_\Delta \arg(z-t)\,d\lambda(t) \]
satisfy
\[ \mathcal{V}_{\lambda\pm}(z) = \mathcal{V}_\lambda(z) - i\int_a^z \arg(z-t)\,d\lambda(t) + i\int_b^z [\arg(z-t) \pm \pi]\,d\lambda(t) \]
\[ \Phi_{Q_0 \pm}^n = \exp \{ -n(\mathcal{V}_\pm - \mathcal{V}_\pm) \} = \exp \{ 2\pi i n \ell_{\pm}^b \} \]

on \( \Delta \), where
\[ \ell_{\pm}^b := \mp \int_{z}^{b} d\lambda(t), \quad z \in \Delta. \]

In view of the positivity of the measure \( \lambda \) we have
\[ \text{Im}(\ell_{\pm}^b) = 0 \quad \text{on} \quad \Delta. \]

The fact that the external field \( Q_0 \) is holomorphic in \( \Omega \) implies that the equilibrium measure is absolutely continuous and that its density \( \lambda' \) is holomorphic at all the interior points of the arc \( \Delta \) and therefore it is holomorphic in a lens-shaped domain \( d : \Delta \subset \bar{d} \subset \Omega \). Consequently, the function
\[ \ell^b(z) = \begin{cases} -\int_{x}^{b} \lambda'(t) \, dt, & z \in d^+, \\ \int_{x}^{b} \lambda'(t) \, dt, & z \in d^-, \end{cases} \quad d^+ \cup \Delta \cup d^- = d, \]

being the primitive of a holomorphic function, is a holomorphic continuation of the functions \( \ell_{\pm}^b \) from the “banks” of the arc \( \Delta \) to the simply connected domains \( d^+ \) and \( d^- \). Furthermore, \( \text{Im}(\ell) > 0 \) in \( d^+ \cup d^- \). Indeed, by the Cauchy-Riemann relations,
\[ \frac{\partial \text{Im}(\ell^b)}{\partial n} \bigg|_x = \frac{\partial \text{Re}(\ell^b)}{\partial \tau} \bigg|_x = \lambda'(x) > 0, \quad x \in \Delta. \]

The jump matrix \( J \) (see (22)) can be neatly factorised on \( \Delta \):
\[ J = \left( \begin{array}{cc} 1 & 0 \\ \varphi_+ / \varphi_- & 1 \end{array} \right) \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ \varphi_- / \varphi_+ & 1 \end{array} \right). \]

We will denote the middle matrix, which does not depend on \( n \), by \( \mathcal{J} \):
\[ \mathcal{J} := \left( \begin{array}{cc} 0 & 1 \\ -1 & 0 \end{array} \right). \]

Defining the matrix function
\[ D := \left( \begin{array}{cc} 1 & 0 \\ 1/(W_n \varphi^2) & 1 \end{array} \right) \]

in the domain \( \Omega \setminus F \) and using the boundary condition of problem (5), we see that the factorization of the matrix \( J \) on \( \Delta \) has the form
\[ J = D_- \mathcal{J} D_+ \quad \text{on} \quad \Delta. \]

On \( \Delta \), the boundary values of the left lower corner element of the matrix \( D \) can be written as
\[ \frac{1}{W_n \varphi_+^2} = \frac{1}{e^{-2nQ_0 W_n \varphi_+^2} \Phi_{Q_0 \pm}^{2n}} = \left( \frac{s_\pm}{s_\mp} \right) \left( \frac{\Phi_{Q_0 \mp}}{\Phi_{Q_0 \pm}} \right)^n \quad \text{on} \quad \Delta, \]

where the first factor admits a bounded analytic continuation to \( \Omega \setminus \Delta \), while the second factor can be transformed to the form (23). Furthermore, as we have already noted, an important consequence of the \( S \)-property of the arc \( \Delta \) is the fact that \( \ell^b \) can be continued from both “banks” of \( \Delta \) into the lens-shaped domains \( d^+ \) and \( d^- \), so that
\[ \text{Im}(\ell^b) > 0 \quad \text{in} \quad d^+ \cup d^- . \]
Thus, on $\Delta$ the jump matrix $J$ admits the factorization (29), where the middle matrix $J$ is independent of $n$, while the analytic continuation of the left and right matrices $D_+$ and $D_-$ in the domains $d^+$ and $d^-$, respectively, due to the identity
\[
\exp\{2\pi i n \ell^b\} = \exp\{2\pi i n (\text{Re}(\ell^b) + i \text{Im}(\ell^b))\} = \exp\{-2\pi i n \text{Im}(\ell^b)\} \exp\{2\pi i n \text{Re}(\ell^b)\},
\]
has the property that
\[
(30)\quad D_\alpha \Rightarrow I \quad \text{as} \quad n \to \infty \quad \text{on} \quad K \in d^\alpha, \quad \alpha = +, -, \quad \text{and the rate is that of a geometric progression.}
\]
Let $\Delta^+$ be an arc contained in $d^+$ which connects the endpoints of the arc $\Delta$. Similarly, $\Delta^-$ is contained in $d^-$ and connects the endpoints of $\Delta$. The arcs $\Delta^+, \Delta^-$ have the same orientation as $\Delta$, that is, from the point $a$ to the point $b$. Denote by $\tilde{d}^\alpha$ the domain lying between the arcs $\Delta^+$ and $\Delta$; similarly, $\tilde{d}^-\alpha$ lies between the arcs $\Delta^-\alpha$ and $\Delta$:
\[
\tilde{d}^\alpha \subset d^\alpha, \quad \Gamma(\tilde{d}^\alpha) = \Delta^\alpha \cup \Delta, \quad \alpha = +, -.
\]
Finally, denote by $F_a$ the part of the arc $F$ that connects the initial point of the arc $F$ with the initial point of $\Delta$, and similarly, let $F_b$ denote the part of $F$ that connects the endpoint of $\Delta$ with the endpoint of $F$:
\[
F = F_a \cup \Delta \cup F_b.
\]
Thus we pass from the problem (20) with boundary conditions on the arc $F$ to a problem with boundary conditions on the contour $\Sigma_1$ (see Figure 1):
\[
(31)\quad \Sigma_1 := F \cup \Delta^+ \cup \Delta^- = F_a \cup \Delta \cup \Delta^+ \cup \Delta^- \cup F_b.
\]
To that end, let us define the following piecewise-analytic matrix-valued function $S$:
\[
S := \begin{cases} 
T & \text{in} \quad \mathbb{C} \setminus (d^+ \cup d^-), \\
TD^{-1} & \text{in} \quad \tilde{d}^+,
\end{cases} \quad TD & \text{in} \quad \tilde{d}^-.
\]
By definition, for the boundary values of $S$ on $\Delta^+$ and $\Delta^-$, we have
\[
\begin{align*}
on \Delta^+: \quad S_+ &= T = TD^{-1}D = S_D, \\
on \Delta^-: \quad S_+ &= TD = S_D,
\end{align*}
\]
and by taking (29) into account,
\[
\begin{align*}
on \Delta: \quad S_+ &= T_+D_+^{-1} = T_-JD_+^{-1} = T_-D_-JD_+D_+^{-1} = S_-J.
\end{align*}
\]
Therefore the function $S$ is the unique solution of the following boundary value problem:

$$S \in H^{2 \times 2}_{2 \times 2}(\Sigma \setminus \Sigma_1),$$

\begin{align}
S_+ = S_- &\begin{cases}
D & \text{on } \Delta^+ \cup \Delta^-; \\
J & \text{on } \Delta, \\
J & \text{on } F_a \cup F_b,
\end{cases} \\
S(z) = I + O \left( \frac{1}{z} \right), & \quad z \to \infty,
\end{align}

(33)

where the jump functions are defined in (28), (27), and (21).

2.5. **Analysis of the boundary value problem for $S$.** The boundary value problem (33) has many advantages over the equivalent boundary value problem (20), such as:

a) the jump matrix $J$ is independent of $n$ on the segment $\Delta$ of the boundary contour $\Sigma_1$;

b) the jump matrix tends to the identity matrix at “interior” points of the arcs $\Delta^+$, $\Delta^-$, $F_a$ and $F_b$.

Condition a) is obvious. We will explain b). Let us fix some neighbourhoods of the endpoints of the arc $\Delta$:

$O_a$ is a neighbourhood of $a$, $O_b$ is a neighbourhood of $b$.

Next, denote the ends of the arcs of the contour $\Sigma_1$ adjacent to the endpoints of $\Delta$ by $\Delta_\alpha ^\pm := \Delta_\alpha ^\pm \cap O_\alpha$, $F_\alpha ^\epsilon := F_\alpha \cap O_\alpha$, $\alpha = a, b$.

Then by (30),

\begin{align}
D \Rightarrow I & \quad \text{as } n \to \infty \quad \text{on } \Delta_\alpha ^\pm \setminus \left( \Delta_\alpha ^a \cup \Delta_\alpha ^b \right), \quad \alpha = +, -.
\end{align}

(34)

Next let us note that, by the definition of the function $\varphi$, the jump matrix $J$ (see (21)) becomes

$$J = \begin{pmatrix} 1 & \varphi^2 W_n \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} 1 & \tilde{W} \tilde{s}^2(\tilde{W}; z) \exp \{2n(\Gamma - V_\lambda - Q_0)\} \\ 0 & 1 \end{pmatrix}$$

on $F$ outside $\Delta$. By assumption, the function $\tilde{W}$ is bounded in $\Omega$ and therefore

$$\tilde{W}(z) \tilde{s}^2(\tilde{W}; z) \leq C \quad \text{on } K \in \Omega.$$ 

Since the measure $d\lambda$ is an equilibrium measure, we have

$$\Re(\Gamma - V_\lambda - Q_0) = \gamma - V_\lambda - \Re(Q_0) \leq 0$$

on $F$ outside $\Delta$. Hence

\begin{align}
J \Rightarrow I & \quad \text{as } n \to \infty \quad \text{on } F_\lambda \setminus F_\lambda ^\epsilon, \quad \lambda = a, b.
\end{align}

(35)

Furthermore, the uniform convergence in (34) and in (35) is at a rate of a geometric progression.

Thus, in $\Sigma \setminus O_\alpha$, $\alpha = a, b$, we can expect that $S(z) \to N(z)$, where $N(z)$ is the solution of the following boundary value problem:

$$N \in H^{2 \times 2}_{2 \times 2}(\Sigma \setminus \Delta),$$

\begin{align}
N_+ = N_- &\begin{cases}
D & \text{on } \Delta, \\
J & \text{on } F_a \cup F_b,
\end{cases} \\
N(z) = I + O \left( \frac{1}{z} \right), & \quad z \to \infty.
\end{align}

(36)
Since the jump matrix is independent of \( n \) and admits a convenient diagonalization, the solution of this problem can be found in an explicit form (see [22]):

\[
N = \begin{pmatrix}
\frac{\beta + \beta^{-1}}{2} & \frac{\beta - \beta^{-1}}{2i} \\
-\frac{\beta - \beta^{-1}}{2i} & \frac{\beta + \beta^{-1}}{2}
\end{pmatrix}.
\]

Here \( \beta = \left( \frac{1 - h}{1 + h} \right)^{1/4} \).

But there are difficulties in proving rigorously that indeed \( S \to N \) as \( n \to \infty \). This can be seen by considering the “error”

\[
M := S(N)^{-1}.
\]

Let us denote the joint jump matrix for \( S \) by \( \nu_a \). The matrix function \( M \) then satisfies the following Riemann–Hilbert problem:

\[
M_+ = M_- \left( N - \nu_a J^{-1}(N_-)^{-1} \right) \quad \text{on the union of the contours } \Sigma_1,
\]

\[
M(z) = I + O \left( \frac{1}{|z|} \right) \quad \text{as } |z| \to \infty.
\]

To prove that the solution \( M \) of (38) converges to the identity matrix, that is, to show that \( S \approx N \), it is necessary to show that the jump matrix of \( M \) converges to the identity matrix both in the \( L_2 \) and in the \( L_\infty \)-norm (see [3, 20]). However, since \( N \) is singular at \( a \) and \( b \), the jump matrix for \( M \) is unbounded. To circumvent this difficulty, we have to construct an exact solution of the problem (38) in a “small” neighbourhood of each of the points \( a \) and \( b \) that coincides with \( N \) on the boundary of these neighbourhoods up to order \( O(1/n^k) \), where \( k > 0 \) is the chosen order of truncation of the asymptotic series.

### 2.6. The formulation of the auxiliary boundary value problem in a neighbourhood of each endpoint of the support \( \Delta \).

In a neighbourhood of an endpoint of the support of the equilibrium measure, jump matrices to do not converge to identity matrices as \( n \to \infty \). Consider the following boundary value problem:

\[
U_a \in H_2^{2 \times 2}(O_0 \setminus (\Delta_a \cup \Delta_a^+ \cup \Delta_a^- \cup F_a^e)),
\]

\[
U_a = U_a^- \begin{cases}
D & \text{on } \Delta_a^+ \cup \Delta_a^- \\
J & \text{on } F_a^e,
\end{cases}
\]

\[
U_a(z) = (I(z) + o(1))N \quad \text{as } z \in O_a, \quad n \to \infty.
\]

Exactly the same problem with \( a \) replaced by \( b \) in the subscript, is posed in a neighbourhood \( O_b \) of the other endpoint \( b \) for the function \( U_b \).

Finding the solution of (39) is the main technical feature of the approach we are following here (see [18, 22]). The analysis of this boundary value problem depends on two properties. First of all, does the endpoint of \( \Delta \) coincide with the endpoint of the arc \( F \), the support of the orthogonality measure, or is the point \( b \) an interior point of \( F \)? That is, we need to know whether the set \( F_b^e \) is empty or not. We thus have two cases:

\[
(A) := \{ F_b^e \neq \emptyset \}, \quad (B) := \{ F_b^e = \emptyset \}.
\]

Secondly, the analysis of (39) depends on the behaviour of the derivative \( \lambda' \) of the equilibrium measure in a neighbourhood of an endpoint of \( \Delta \).

In this work, we shall consider the following regular cases:

\[
\{ F_b^e \neq \emptyset \}, \quad \lambda'(z) = (z - b)^{1/2} h(z), \quad h \in H(O_b), \quad h(b) \neq 0.
\]

\[
\{ F_a^e \neq \emptyset \}, \quad \lambda'(z) = (z - a)^{1/2} h(z), \quad h \in H(O_a), \quad h(a) \neq 0.
\]
2.7. **Solving the boundary value problem in a neighbourhood of an endpoint using Airy functions.** Let us show in detail how to construct the solution of the following boundary value problem:

\[ U_b \in H^2_{2\times2}(O_b \setminus \Sigma_b), \]

\[ U_{b^+} = U_{b^-} \left\{ \begin{array}{ll}
D & \text{on } \Delta^+_b \cup \Delta^-_b, \\
J & \text{on } \Delta_b, \\
J & \text{on } F^\gamma_b \neq \emptyset,
\end{array} \right. \]

\[ U_b(z) = (I + o(1))N \text{ on } \partial O_b \text{ as } n \to \infty, \]

where (see Figure 2)

\[ \Sigma_b := \Delta_b \cup \Delta^-_b \cup \Delta^+_b \cup F^\varepsilon_b. \]

In (43) the jump matrices are:

\[ D := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \text{ in } \Omega \setminus F, \]

\[ J := \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \text{ on } \Delta, \]

\[ J := \begin{pmatrix} 1 & W_n \varphi^2 \\ 0 & 1 \end{pmatrix} \text{ on } F^\varepsilon_b, \]

and the matrix \( N \) given by (37) does not depend on \( n \).

**2.7.1. Transformation of the latter problem into a problem in which the jump is independent of \( n \).** Denote by \( A \) the diagonal matrix

\[ A := \begin{pmatrix} \varphi W_n^{1/2} & 0 \\ 0 & (\varphi W_n^{1/2})^{-1} \end{pmatrix}. \]

Note that the jump matrices (44) allow the following decompositions:

\[ D := A \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} A^{-1} \text{ in } \Omega \setminus F, \]

\[ J := A \begin{pmatrix} 0 & (\varphi_+ \varphi_- W_n \omega)^{-1} \\ \varphi_+ \varphi_- W_n \omega & 0 \end{pmatrix} A^{-1} \]

\[ = A \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} A^{-1} \text{ on } \Delta, \]

\[ J := A \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} A^{-1} \text{ on } F^\varepsilon_b, \]

where \( \omega := \frac{1}{i} w_\Delta = \frac{1}{i} \sqrt{(z - a)(z - b)}. \)
We define the matrix function

\[ V_b = U_b A. \]

Then, using (46), the boundary value problem (43) transforms into the following problem for \( V_b \):

\[ V_b \in H_{2\times 2}^2(O_b \setminus \Sigma_b), \]

\[ V_{b+} = V_{b-} \]

\[
\begin{cases}
(1 & 0) & \text{on } \Delta_b^+ \cup \Delta_b^-,
(0 & 1) & \text{on } \Delta_b,
(-1 & 0) & \text{on } F_b^e \neq \emptyset,
(1 & 1) & \text{on } F_b^e \neq \emptyset,
\end{cases}
\]

\[ V_b(z) = (I + o(1)).NA \text{ on } \partial O_b \text{ as } n \to \infty. \]

2.7.2. The auxiliary problem for Airy functions. Let us introduce the auxiliary contour

\[ \gamma_0 := \gamma_1 \cup \gamma_2 \cup \gamma_3 \cup \gamma_4, \]

which, as is shown in Figure 3, divides the complex plane into the four domains denoted by I, II, III, IV. We shall assume that the angle between \( \gamma_2 \) and \( \gamma_3 \) is in \((\pi/3, \pi)\).

We use the notation

\[ A^u(\zeta) := \begin{pmatrix} \text{Ai}(\zeta) & \text{Ai}(\varepsilon_3^2 \zeta) \\ \varepsilon_3^2 \text{Ai}'(\varepsilon_3^2 \zeta) & \\ \end{pmatrix}, \]

\[ A^l := \begin{pmatrix} \text{Ai}(\zeta) & -\varepsilon_3^2 \text{Ai}(\varepsilon_3 \zeta) \\ \varepsilon_3^2 \text{Ai}'(\varepsilon_3 \zeta) & \\ \end{pmatrix} \]

where \( \text{Ai} \) is the Airy function and \( \varepsilon_3 = e^{2\pi i/3} \) is a root of unity. We remind the reader that Airy functions solve the differential equation (see [29])

\[ \text{Ai}''(\zeta) = \zeta \text{Ai}(\zeta), \quad \text{Ai} \in H(\mathbb{C}). \]

Now define the piecewise-analytic function

\[ \Psi := \begin{cases}
A^u e^{\frac{i\pi}{6} \sigma_3} & \text{in I,}
A^u e^{\frac{-i\pi}{6} \sigma_3} \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} & \text{in II,}
A^l e^{\frac{i\pi}{6} \sigma_3} \begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} & \text{in III,}
A^l e^{\frac{-i\pi}{6} \sigma_3} \begin{pmatrix} 1 & 0 \\ -1 & 1 \end{pmatrix} & \text{in IV,}
\end{cases} \]
where $\sigma_3$ is the Pauli matrix

$$\sigma_3 := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}.$$ 

We will use the notation

$$\tilde{\sigma} = e^{-\frac{i\pi}{6}\sigma_3}.$$ 

It is known (see [24]) that the function $\Psi$ solves the following boundary value problem:

$$\Psi \in H(\mathbb{C} \setminus \gamma_0), \quad \exists \Psi_\pm \in \mathbb{C}(\gamma_0),$$

$$\Psi_+ := \Psi_- \begin{cases} 
\begin{pmatrix} 1 & 0 \\ 1 & 1 \end{pmatrix} & \text{on} \quad \gamma_2 \cup \gamma_4, \\
\begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} & \text{on} \quad \gamma_3, \\
\begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix} & \text{on} \quad \gamma_1.
\end{cases}$$

(50)

2.7.3. The choice of the arcs $\Delta^+_b$, $\Delta^-_b$, $F^*_b$ and of the boundary $\partial O_b$. We now assume that we are given a conformal mapping $f : O_b \to f(O_b) \subset \mathbb{C}$ such that it satisfies $f(b) = 0$ and maps the contour $\Sigma_b \cap O_b$ into $\gamma_0 \cap f(O_b)$. Then clearly the function $\Psi(f(z))$ will satisfy the first two conditions of the problem (48). We note that in fact, in the contour $\Sigma_b$, it is only the arc $\Delta_b$ (a part of the arc of the support of the equilibrium measure) that is fixed, while we can choose the placement of the arcs $\Delta^+_b$ and $\Delta^-_b$, as well as of the boundary $\partial O_b$. Similarly, the arc $F^*_b$ can be chosen as required, since due to the analyticity of the weight function, the contour of integration can be deformed. Finally, we note that the jump relation for $\Psi(f(z))$ will not change if we left-multiply this function by any analytic matrix function. This gives us an additional degree of freedom to satisfy the third condition of (48).

Summarizing, we observe that for any conformal map $f : O_b \to f(O_b)$ that satisfies $f(\Sigma_b \cap O_b) = \gamma_0 \cap f(O_b)$ (orientation-preserving) and for any analytic matrix function $E : O_b \to \mathbb{C}^{2 \times 2}$, the matrix function

$$E(z)\Psi(f(z))$$

satisfies the first two conditions of the problem (48).

We recall the definition of the function $\ell^b$ ([24]):

$$\ell^b_\pm := \mp \int_z^b d\lambda(t), \quad z \in \Delta.$$ 

As we have already shown, it admits a holomorphic continuation to the domain $O_b \setminus \Delta_b$.

Next, it will be convenient to consider the function $\ell^b$ multiplied by $i\pi$,

$$\tilde{\ell}^b := i\pi\ell^b, \quad \tilde{\ell}^b_\pm = \mp i\pi \int_z^b d\lambda = \mp i\pi \int_x^b (z - b)^{1/2}h(z) \, dz \quad \text{on} \quad \Delta_b.$$ 

Integrating, we have

$$\tilde{\ell}^b(z) = \frac{2}{3}(z - b)^{3/2}M(z), \quad \text{where} \quad M(z) \in H(O_b), \quad M(b) \neq 0.$$ 

Therefore the function

$$\zeta(z) := \left(\frac{3}{2}\tilde{\ell}^b(z)\right)^{2/3} = (z - b)M^{2/3}(z)$$

is a conformal mapping of the domain $O_b$ into some neighbourhood of the point 0. From this it follows that $\zeta(z)$ takes purely complex values for $z \in \mathbb{C} \setminus \Delta$. 
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From connectedness and continuity we conclude that for sufficiently small \( \varepsilon > 0 \), it is clear that \( \zeta_0 \) maps real points into real points and imaginary points into imaginary ones.

Let \( \mu \) be a conformal mapping of \( \Sigma'_b \) into \( \Sigma_b \). Then the composition \( \mu \circ \zeta \) will satisfy all the conditions satisfied by \( \zeta_0 \) and therefore the mapping \( \zeta \) takes the contour \( \Sigma_b \) into the image of \( \Sigma'_b \), under the map \( \zeta_0 \).

2.7.4. "Sewing up" the boundary conditions on \( \partial O_b \). Recall that we are looking for a solution of (54) in the form

\[
V_b(z) = E(z)\Psi(\tilde{c}_n\zeta(z)).
\]

To satisfy the boundary conditions on the boundary \( \partial O_b \) as \( n \to \infty \), we need the asymptotics of \( \Psi(\tilde{c}_n\zeta(z)) \) as \( \tilde{c}_n \to \infty \), \( n \to \infty \). Let us first consider the case \( \zeta \in I \).

It is known that at infinity the Airy function admits the following expansion (see [29]):

\[
\text{Ai}(\zeta) \sim \frac{1}{2\sqrt{\pi}} \zeta^{-1/4} e^{-2/3\zeta^{3/2}} \sum_{k=0}^{\infty} (-1)^k s_k \left( \frac{2}{3} \right)^{3/2} \zeta^{-k/2} \quad \text{for} \quad |\arg \zeta| < \pi,
\]

\[
\text{Ai}'(\zeta) \sim -\frac{1}{2\sqrt{\pi}} \zeta^{1/4} e^{-2/3\zeta^{3/2}} \sum_{k=0}^{\infty} (-1)^k t_k \left( \frac{2}{3} \right)^{3/2} \zeta^{-k/2} \quad \text{for} \quad |\arg \zeta| < \pi,
\]

where

\[
\begin{align*}
s_0 &= t_0 = 1, & s_k &= \frac{\Gamma(3k + 1/2)}{54^k k! \Gamma(k + 1/2)}, & t_k &= \frac{6k + 1}{6k - 1} s_k \quad \text{for} \quad k \geq 1,
\end{align*}
\]

and \( \Gamma \) denotes the gamma function.
where
\[ \epsilon > 0 \] is the radius of \( O_b \).
Substituting in \( \epsilon \) the asymptotic expansions \([62], [63]\) (following \([3]\)), we obtain
\[
\Psi \left( n^{2/3} \zeta \right) = \frac{1}{2\sqrt{\pi}} \left( n^{2/3} \zeta \right)^{-1/4} e^{-n^{2/3} (n^{2/3} \zeta)^{3/2}} \left( \sum_{k=0}^{\infty} (-1)^k s_k \left( \frac{2}{3} n^{3/2} \right)^{-k} \right) \left( \sum_{k=0}^{\infty} (-1)^k t_k \left( \frac{2}{3} n^{3/2} \zeta \right)^{-k} \right) \hat{\sigma}.
\]
Next, by the definition of \( \varepsilon_3 \) and \( \zeta \), we have
\[
\left( \varepsilon_3^{2/3} \right)^{3/2} = |\zeta|^{3/2} \exp \left\{ i \left( \arg \zeta - \frac{2\pi}{3} \right) \frac{3}{2} \right\} = -(\zeta)^{3/2} = -\frac{3}{2} \tilde{b}.
\]
Substituting this formula into the expression for \( \Psi(n^{2/3} \zeta) \), the latter can be written as
\[
\Psi \left( n^{2/3} \zeta \right) = \frac{1}{2\sqrt{\pi}} \left( n^{2/3} \zeta \right)^{-1/4} \left( \sum_{k=0}^{\infty} (-1)^k s_k \left( \frac{1}{e^{n^{2/3} \zeta}} \right) \right) \left( \sum_{k=0}^{\infty} (-1)^k t_k \left( \frac{1}{e^{n^{2/3} \zeta}} \right) \right) \hat{\sigma}.
\]
Following a similar approach, we obtain
\[
\left( \varepsilon_3^{2/3} \right)^{3/2} = |\zeta|^{3/2} \exp \left\{ i \left( \arg \zeta - \frac{2\pi}{3} \right) \frac{3}{2} \right\} = -(\zeta)^{3/2} = -\frac{3}{2} \tilde{b}.
\]
Substituting this formula into the expression for \( \Psi(n^{2/3} \zeta) \), the latter can be written as
\[
\Psi \left( n^{2/3} \zeta \right) = \frac{1}{2\sqrt{\pi}} \left( n^{2/3} \zeta \right)^{-1/4} \left( \sum_{k=0}^{\infty} (-1)^k s_k \left( \frac{1}{e^{n^{2/3} \zeta}} \right) \right) \left( \sum_{k=0}^{\infty} (-1)^k t_k \left( \frac{1}{e^{n^{2/3} \zeta}} \right) \right) \hat{\sigma}.
\]
The asymptotic formulae (55) and (56) have been derived for \( \zeta \in I' \cap \partial O_b \) (see Figure 1). Repeating the same argument for the other segments of \( \partial O_b \) leads to the same formulae. Thus, (55) and (56) are valid uniformly on \( \partial O_b \).

The boundary condition on \( \partial O_b \) in (48), which must be satisfied, has the form

\[
E(z)\Psi(n^{2/3}\zeta(z)) = \left(I + O\left(\frac{1}{n}\right)\right) NA \quad \text{uniformly in } z \in \partial O_b \quad \text{as } n \to \infty,
\]
or

\[
E(z)\Psi(n^{2/3}\zeta(z))A^{-1} = N + O\left(\frac{1}{n}\right) \quad \text{uniformly in } z \in \partial O_b \quad \text{as } n \to \infty,
\]

where

\[
A := \text{diag} \{ \varphi W_n^{1/2}, (\varphi W_n^{1/2})^{-1} \} = \text{diag} \{ e^{-n\ell_0}, e^{n\ell_0} \} \text{diag} \{ s, s^{-1} \}
\]

and we have used the notation

\[
(57) \quad s := \tilde{s}(\tilde{W}; z)\tilde{W}^{1/2}.
\]

Let us put \( S_0 = \text{diag} \{ s, s^{-1} \} \).

We define the matrix function \( E \) by the condition

\[
E(z)^{(n^{2/3}\zeta)^{-\sigma_3/4}/2\sqrt{\pi}} \begin{pmatrix} e^{-i\pi/6} & e^{i\pi/3} \\ -e^{-i\pi/6} & -e^{i4\pi/3} \end{pmatrix} S_0^{-1} = N = \frac{1}{2} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \begin{pmatrix} \frac{z-b}{z-a} & \sigma_3/4 \\ z-a & 1 -i \end{pmatrix}.
\]

The following decomposition holds:

\[
\begin{pmatrix} e^{-i\pi/6} & e^{i\pi/3} \\ -e^{-i\pi/6} & -e^{i4\pi/3} \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} e^{-i\pi/6} & e^{4i\pi/3} \\ e^{-i\pi/6} & e^{i3\pi/2} \end{pmatrix} = e^{-i\pi/6} \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \begin{pmatrix} 1 & -i \\ 1 & i \end{pmatrix}.
\]

Then

\[
(58) \quad E(z) = 2\sqrt{\pi} NS_0 \begin{pmatrix} e^{-i\pi/6} & e^{i\pi/3} \\ -e^{-i\pi/6} & -e^{i4\pi/3} \end{pmatrix}^{-1} (n^{2/3}\zeta(z))^{\sigma_3/4},
\]

or, in a expanded form,

\[
E(z) = e^{i\pi/6} 2\sqrt{\pi} (s - 1) (s - 2) (s - 1) \begin{pmatrix} z & 1 \\ -z & -1 \end{pmatrix}^{\sigma_3/4} \begin{pmatrix} s^2 - 1 & -(s^2 + 1) \\ s^2 + 1 & s^2 - 1 \end{pmatrix} (n^{2/3}\zeta) = e^{i\pi/6} \sqrt{\pi} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \begin{pmatrix} z & 1 \\ -z & -1 \end{pmatrix}^{\sigma_3/4} \begin{pmatrix} s^2 - 1 & -(s^2 + 1) \\ s^2 + 1 & s^2 - 1 \end{pmatrix} (n^{2/3}\zeta).
\]

We note that for \( S_0 = I \), for instance when \( \tilde{W} = 1 \), we have

\[
(59) \quad E(z) = e^{i\pi/6} \sqrt{\pi} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} z-a \\ z-b \end{pmatrix} (n^{2/3}\zeta)^{\sigma_3/4}.
\]

It remains to check that \( E(z) \) is holomorphic in \( O_b \).

**Proposition 1.** \( E(z) \) is holomorphic in \( O_b \).
Proof. First we prove that $E$ has no jumps on $\Delta$.

In a neighbourhood of the point $b$ the functions $\beta$, $\beta^{-1}$ and $\zeta$ behave as follows:

$$\beta(z) \simeq (z - b)^{1/4}, \quad \beta^{-1}(z) \simeq 1/(z - b)^{1/4}, \quad \zeta(z) \simeq (z - b).$$

Furthermore, multiplying the matrices on the right-hand side of (58), we obtain

$$E(z) = \text{const} \times \left( \begin{array}{cc}
\left( \frac{1}{\beta_+} (s + s^{-1}) + \beta_+ (s + s^{-1}) \right) \zeta_+^{1/4} & \left( -\frac{1}{\beta} (s + s^{-1}) - \beta (s + s^{-1}) \right) \zeta^{-1/4} \\
\left( -\frac{1}{\beta} (s - s^{-1}) + \beta (s - s^{-1}) i \zeta_+^{1/4} & \left( -\frac{1}{\beta} (s - s^{-1}) + \beta (s - s^{-1}) i \zeta^{-1/4} \right) \end{array} \right) \times \left( n^{2/3} \right) \frac{s \zeta}{\zeta_+^{1/4}}.$$

It is sufficient to verify that the middle matrix does not change as we cross $\Delta$. To indicate the method we will check this for the element in the right upper corner of this matrix (taking into account that $s_+ = 1/s_-)$:

$$\left( \frac{1}{\beta_+} (s_+ + s_-^{-1}) + \beta_+ (s_+ + s_-^{-1}) \right) \zeta_+^{1/4} \rightarrow \left( \frac{1}{\beta_-} (s_- + s_-^{-1}) + \beta_- (s_- - s_-^{-1}) \right) \zeta_-^{1/4} = \left( \frac{1}{\beta_+} (s_+ + s_+^{-1}) + i \beta_+ (s_+ + s_+^{-1}) \right) i \zeta_+^{1/4} = \left( \frac{1}{\beta_-} (s_- + s_-^{-1}) + \beta_- (s_- - s_-^{-1}) \right) \zeta_-^{1/4}.$$

The verification for the other elements of the matrix is similar.

Finally we show that the point $b$ is a removable singularity of $E$. From the boundary conditions on $\Delta$ it follows that

$$s \simeq \frac{1}{s} \simeq (z - b)^{-1/2} \quad \text{in} \quad O_b,$$

so that the elements in the matrix (58) cannot have a singularity at $b$ of order higher than $O(1/(z - b)^{1/2})$. As we know, the function $E$ is analytic in a punctured neighbourhood. Therefore, the isolated singularity $b$ is removable. Hence $E$ is analytic also in $O_b$. \hfill \square

Thus, having defined $E$ by (58), we have “sewn up” the condition on the boundary $\partial O_b$:

$$E(z) \Psi (n^{2/3} \zeta(z)) A^{-1} = N + O \left( \frac{1}{n} \right) \quad \text{uniformly in} \quad z \in \partial O_b \quad \text{as} \quad n \rightarrow \infty.$$
Next, consider the function

$$\zeta(z) := -\left(\frac{3}{2} \tilde{p}(z)\right)^{2/3} = (z-a)M_1^{2/3}(z).$$

Arguing as in the case of the function (51), we can check that the function (61) realizes a conformal mapping of the domain $O_a$ into a neighbourhood of 0, and that the contours are mapped as shown in Figure 5.

Using the relations $\gamma_1 = -\gamma_1$, $\gamma_2 = -\gamma_2$, $\gamma_3 = -\gamma_3$ and $\gamma_4 = -\gamma_4$, it is not hard to show that the function $\Psi(z) = \sigma_3 \Psi(-z)\sigma_3$ (conjugation with the Pauli matrix takes into account the change in the direction of the rays) solves the problem

$$\overline{\Psi} \in H(\mathbb{C} \setminus \gamma_0), \quad \exists \Psi_+ \in \mathcal{C}(\gamma_0),$$

$$\Psi_+ := \overline{\Psi} = \begin{cases} 
\begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & \text{on } \gamma_2 \cup \gamma_4, \\
\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} & \text{on } \gamma_3, \\
\begin{pmatrix} 1 & 1 \\ -1 & 0 \end{pmatrix} & \text{on } \gamma_1.
\end{cases}$$

Using arguments similar to those for $\Psi(\zeta)$, we see that the asymptotic expansion for $\overline{\Psi}(\zeta)$ takes the form

$$\overline{\Psi}(\zeta) = \sigma_3 \Psi(-\zeta)\sigma_3 = \sigma_3 \begin{pmatrix} \text{Ai}(-\zeta) & \text{Ai}(-\zeta) \\
\text{Ai}'(-\zeta) & \text{Ai}'(-\zeta) \end{pmatrix} \sigma_3$$

$$= \sigma_3 \frac{e^{i\pi/12}}{2\sqrt{\pi}} \begin{pmatrix} \zeta^{-1/4} & 0 \\ 0 & \zeta^{-1/4} \end{pmatrix} \sum_{k=0}^{\infty} \begin{pmatrix} (-1)^k s_k & s_k \\ -(-1)^k t_k & t_k \end{pmatrix} \\
\times \begin{pmatrix} e^{-i\pi/4} & 0 \\ 0 & e^{i\pi/4} \end{pmatrix} \begin{pmatrix} e^{-n\zeta} & 0 \\ 0 & e^{n\zeta} \end{pmatrix} \frac{1}{(\ell_\infty \eta)^{1/4}} \sigma_3$$

$$= \sigma_3 \frac{(-\zeta)^{-1/4} - s_{1/4}}{2\sqrt{\pi}} \begin{pmatrix} e^{-i\zeta/6} & e^{i\zeta/3} \\ -e^{-i\zeta/6} & -e^{4i\zeta/3} \end{pmatrix} \begin{pmatrix} e^{-n\zeta} & 0 \\ 0 & e^{n\zeta} \end{pmatrix} \left( I + O \left( \frac{1}{n} \right) \right) \sigma_3.$$
we obtain
\[
\mathcal{E}(z) = 2\sqrt{\pi} N S_0 \sigma_3^{-1} \begin{pmatrix} e^{-i\pi/6} & e^{i\pi/3} \\ -e^{-i\pi/6} & -e^{i\pi/3} \end{pmatrix}^{-1} \sigma_3^{-1}(-n^{2/3}\zeta(z))^{\sigma_3/4}.
\]
For $S_0 = I$,
\[
\mathcal{E}(z) = e^{i\pi/6}\sqrt{\pi} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \begin{pmatrix} \frac{z-b}{n^{2/3}\zeta(z)} \end{pmatrix}^{\sigma_3/4}.
\]

2.8. The final transformation, $S \to R$. We are now ready to effect the final transformation. We introduce the matrix function
\[
S_{\text{par}} = \begin{cases} U_a & \text{on } O_a, \\ U_b & \text{on } O_b, \\ N & \text{elsewhere.} \end{cases}
\]

Using the formulae derived in the previous section, we write down the explicit expressions for $U_a, U_b$:
\[
U_a := V_a A^{-1} = E(z)\Psi(\tilde{c}_n\zeta(z))A^{-1} = e^{\pi i/12} N S_0 \begin{pmatrix} e^{-i\pi/6} & e^{i\pi/3} \\ -e^{-i\pi/6} & -e^{i\pi/3} \end{pmatrix}^{-1} \\
\times \sum_{k=0}^{\infty} \begin{pmatrix} (-1)^k s_k & s_k \\ -(1)^k t_k & t_k \end{pmatrix} \begin{pmatrix} e^{-i\pi/4} & 0 \\ 0 & e^{i\pi/4} \end{pmatrix} S_0^{-1} \begin{pmatrix} 1 \\ (\ell k)_0 \end{pmatrix},
\]
\[
U_b := V_b A^{-1} = \mathcal{E}(z)\Psi(\tilde{c}_n\zeta(z))A^{-1} = e^{\pi i/12} N S_0 \sigma_3 \begin{pmatrix} e^{-i\pi/6} & e^{i\pi/3} \\ -e^{-i\pi/6} & -e^{i\pi/3} \end{pmatrix}^{-1} \\
\times \sum_{k=0}^{\infty} \begin{pmatrix} (-1)^k s_k & s_k \\ -(1)^k t_k & t_k \end{pmatrix} \sigma_3 \begin{pmatrix} e^{-i\pi/4} & 0 \\ 0 & e^{i\pi/4} \end{pmatrix} S_0^{-1} \begin{pmatrix} 1 \\ (\ell k)_0 \end{pmatrix}.
\]

Adding up the above transformations, we obtain (as in [3])

**Proposition 2.** Suppose
\[
R(z) \equiv S(z) S_{\text{par}}^{-1}(z) \quad \text{for} \quad z \in \mathbb{C} \setminus \Sigma_R,
\]
where the contour $\Sigma_R$ is obtained from $\Sigma_1$ for $S$ by adding the boundaries $O_a$ and $O_b$, that is, $\Sigma_R = \Sigma_1 \cup \partial O_a \cup \partial O_b$. Then $S$ is the solution of the problem [33] if and only if $R$ solves the following Riemann–Hilbert problem:
\[
R \in H_2^{2 \times 2}(\mathbb{C} \setminus \Sigma_R),
\]
\[
R_+ = R_- \nu_R = R_- \begin{cases} N D N^{-1} & \text{on } \Delta^+ \cup \Delta^- \setminus \{ \Delta^+_a \cup \Delta^+_b \cup \Delta^-_a \cup \Delta^-_b \}, \\ U_a N^{-1} & \text{on } \partial O_a, \quad \alpha = a, b, \\ N J N^{-1} & \text{on } F_a \cup F_b \setminus \{ F_a^+ \cap F_b^+ \}, \\ R(z) = I + O(1/z), \quad z \to \infty. \end{cases}
\]

The jump matrices $\nu_R$ converge to the identity matrix. Furthermore, if we consider the matrix
\[
\Delta_R := \nu_R - I,
\]
there are positive constants $c_1$, $C_1$ such that on the contour $\Sigma_R$, the matrices $\Delta_R$ satisfy the following estimates:

\begin{align}
&\|\Delta_R\|_{L^1(\partial O_a \cup \partial O_b)} + \|\Delta_R\|_{L^2(\partial O_a \cup \partial O_b)} + \|\Delta_R\|_{L^\infty(\partial O_a \cup \partial O_b)} \leq \frac{C_1}{n}, \\
&\|\Delta_R\|_{L^1(\Sigma \setminus (\partial O_a \cup \partial O_b))} + \|\Delta_R\|_{L^2(\Sigma \setminus (\partial O_a \cup \partial O_b))} + \|\Delta_R\|_{L^\infty(\Sigma \setminus (\partial O_a \cup \partial O_b))} \leq C_1 e^{-nc_1}.
\end{align}

Indeed, $\text{(69)}$ can be verified using $\text{(66)}$ and $\text{(65)}$. The relation $\text{(70)}$ follows from the fact that $N$ and $N^{-1}$ are uniformly bounded outside the neighbourhoods $O_a$ and $O_b$, while the matrices $D$ and $J$ converge to the identity matrix at a geometric rate outside these neighbourhoods (see Subsection 2.5).

\textbf{Remark 1.} Due to the local conditions on the density of the equilibrium measure, the matrix functions $D$ and $J$ can be analytically continued from the banks of $\Delta$ into the lens-shaped domains $d^+$ and $d^-$ (see Subsection 2.4). Therefore the estimate $\text{(70)}$ holds in some neighbourhood of the corresponding contours with constants that depend on the distance to the contours.

In view of the above remark, the estimates $\text{(69)}, \text{(70)}$ allow us to conclude that

\begin{equation}
R(z) \to I \quad \text{as} \quad n \to \infty \quad \text{in} \quad \mathbb{C}.
\end{equation}

Indeed, consider the trivial factorization $\nu_R = (b_R)^{-1}(b_R)_+$, where $(b_R)_- = I$ and $(b_R)_+ = \nu_R$. Let us use the notation $(w_R)_- := (b_R)_- - I = 0$, $(w_R)_+ := (b_R)_+ - I = \Delta_R$.

Let $C$ be the Cauchy operator on the contour $\Sigma$, that is:

$$(Cf)(z) := \frac{1}{2\pi i} \int_{\Sigma} \frac{f(s)}{s-z} \, ds.$$ 

Then for $f \in L^2(\Sigma)$ we have

1. $Cf$ is analytic in $\mathbb{C} \setminus \Sigma$.
2. $Cf(\cdot \pm i)\epsilon$ converges in $L^2(\Sigma)$ to $(Cf)_\pm$ as $\epsilon \searrow 0$.
3. The operator $C_f := (Cf)_\pm$ is a bounded operator from $L^2(\Sigma)$ into $L^2(\Sigma)$, and furthermore $C^+ - C^- = 1$.

The proofs of these facts follow from the standard calculus for the Cauchy transform; we note that the boundary condition in 3 is the Sokhotskii–Plemelj formula.

Let us set

\begin{equation}
C_{\Delta_R}(f) := C_-(f \Delta_R) = C_-(f(w_R)_+) + C_+(f(w_R)_-).
\end{equation}

It is known (see [22]) that in view of $\text{(69)}, \text{(70)}$, for $w_\pm \in L^\infty(\Sigma, |dz|)$, the operator $C_{\Delta_R}(f)$ is a bounded operator from $L^2(\Sigma_R, C^{2 \times 2})$ into itself, with norm equal to $\|C_{\Delta_R}\| = O(1/n)$. Therefore the operator $I - C_{\Delta_R}$ is invertible and the following expression makes sense:

\begin{equation}
\mu_R := (I - C_{\Delta_R})^{-1}(C_- \Delta_R) \in L^2(\Sigma_R).
\end{equation}

Thus the solution $R$ of problem $\text{(68)}$ has the integral representation

\begin{equation}
R(z) = I + \int_{\Sigma_R} \frac{\Delta_R(s) + \mu_R(s) \Delta_R(s)}{s-z} \, ds \quad \text{in} \quad \mathbb{C}.
\end{equation}

From this follows $\text{(71)}$, which as a result allows us, by inverting the chain of transformations $R \to S \to T \to Y$, to obtain the leading term of the asymptotics.
2.9. An asymptotic expansion for $R$. We now move on to obtaining the main result of this section. Namely, we show how, using (74), as well as the asymptotic representation in powers of $1/n$ of the matrix $\Delta_R$.

(75) 
\[
\Delta_R(z) \sim \sum_{k=1}^{\infty} \frac{\Delta_k(z)}{n^k} \quad \text{as} \quad n \to 0, \quad z \in \Sigma_R,
\]
we can explicitly compute an asymptotic expansion for $R$.

First we give an exact expression for $\Delta_R(z)$. On the contours $\Sigma_R \setminus \{\partial O_a \cup \partial O_b\}$, in view of the geometric rate of decay, $\Delta_R(z) = 0$, where $k = 1, 2, \ldots$. From the definition,

\[
\Delta = \begin{cases} 
U_a N^{-1} - I & \text{on } \partial O_a, \\
U_b N^{-1} - I & \text{on } \partial O_b.
\end{cases}
\]

Substituting in the expressions for $U_a$ and $U_b$, we obtain for each $k = 1, 2, \ldots$

(76) 
\[
\Delta_k = U_b N^{-1} - I := V_b A^{-1} N^{-1} - I = E(z)\Psi(\zeta_n) A^{-1} N^{-1} - I
\]
\[= e^{\pi i/12} N S_0 \begin{pmatrix} e^{-\pi i/6} & e^{\pi i/3} \\
- e^{-\pi i/6} & -e^{\pi i/3} \end{pmatrix}^{-1} \begin{pmatrix} (-1)^k s_k & s_k \\
(-1)^k t_k & t_k \end{pmatrix}
\]
\[\times \begin{pmatrix} e^{-\pi i/4} & 0 \\
0 & e^{\pi i/4} \end{pmatrix} S_0^{-1} N^{-1} \left( \frac{1}{(\ell b)^k} \right), \quad z \in \partial O_b,
\]
while for the boundary of the other domain we have

(77) 
\[
\Delta_k = U_a N^{-1} - I := V_a A^{-1} N^{-1} - I = E(z)\overline{\Psi(\zeta_n)} A^{-1} N^{-1} - I
\]
\[= e^{\pi i/12} N S_0 \sigma_3 \begin{pmatrix} e^{-\pi i/6} & e^{\pi i/3} \\
- e^{-\pi i/6} & -e^{\pi i/3} \end{pmatrix}^{-1} \begin{pmatrix} (-1)^k s_k & s_k \\
(-1)^k t_k & t_k \end{pmatrix} \sigma_3
\]
\[\times \begin{pmatrix} e^{-\pi i/4} & 0 \\
0 & e^{\pi i/4} \end{pmatrix} S_0^{-1} N^{-1} \left( \frac{1}{(\ell a)^k} \right), \quad z \in \partial O_a.
\]

Below we will need the following result:

**Lemma 1.** (a) For any $k$, $\Delta_k(z)$ admits a meromorphic continuation from the boundary $\partial O_b$ into $O_b$. This continuation is analytic apart from the point $b$, where the function $\Delta_k(z)$ has a singularity of order at most $[(3k+1)/2]$.

(b) A similar statement holds for $\Delta_k(z)$ in $O_a$.

**Proof.** (a) As in the proof of Proposition 1, we show that $\Delta_k$ does not make a jump on $\Delta$ for any $k$, and then compute the order of the singularity at the point $b$.

Thus, for $k = 2j$, $j = 1, 2, \ldots$, multiplying all the matrices in (76), we have

(78) 
\[
\Delta_{2j} = \frac{1}{2} \begin{pmatrix} s_2 a_{11} + t_2 b_{11} & i s_2 a_{12} - i t_2 b_{12} \\
- i s_2 a_{21} + i t_2 b_{21} & s_2 a_{22} + t_2 b_{22} \end{pmatrix} \left( \frac{1}{(\ell b)^j} \right),
\]
where

\[
a_{11}(s, \beta) = 1 + \frac{1}{4\beta^2 s^2} - \frac{\beta^2}{4 s^2} - \frac{s^2}{4 \beta^2} + \frac{1}{4} \beta^2 s^2,
\]
\[
b_{11}(s, \beta) = 1 - \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4 s^2} + \frac{s^2}{4 \beta^2} - \frac{1}{4} \beta^2 s^2,
\]
\[
a_{22}(s, \beta) = 1 - \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4 s^2} + \frac{s^2}{4 \beta^2} - \frac{1}{4} \beta^2 s^2,
\]
\[
b_{22}(s, \beta) = 1 + \frac{1}{4\beta^2 s^2} - \frac{\beta^2}{4 s^2} - \frac{s^2}{4 \beta^2} + \frac{1}{4} \beta^2 s^2,
\]
\[
a_{21}(s, \beta) = \frac{1}{2s^2} + \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} + \frac{1}{2} s^2 - \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2, \\
b_{21}(s, \beta) = \frac{1}{2s^2} + \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} + \frac{1}{2} s^2 - \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2, \\
a_{12}(s, \beta) = \frac{1}{2s^2} - \frac{\beta^2}{4s^2} + \frac{1}{2} s^2 + \frac{s^2}{4\beta^2} + \frac{1}{4} \beta^2 s^2, \\
b_{12}(s, \beta) = \frac{1}{2s^2} - \frac{\beta^2}{4s^2} + \frac{1}{2} s^2 - \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2,
\]

recalling that \(s\) is defined in (57), (17), while \(\beta\) is defined in (7).

Using the boundary conditions on \(\Delta\) for \(s\) and \(\beta\): \(s_+ = 1/s_-\), \(\beta_+ = i\beta_-\), it is easy to check that none of the elements \(a_{l,m}\) or \(b_{l,m}\), \(l, m \in \{1, 2\}\), changes as we pass through \(\Delta\). Since \((\ell^b_+)^{2j} = (\ell^b_-)^{2j}\), the \(\Delta^{2j}_{R}\) do not change as we traverse \(\Delta\).

We also have to check that for odd \(k = 2j - 1\), \(j = 1, 2, \ldots\), \(\Delta^{2j-1}_{R}\) does not change as we go through \(\Delta\):

\[
\Delta^{2j-1}_{R}(z) = \frac{1}{2} \left( 
\begin{array}{ccc}
-s_{2j-1}a_{11} & s_{2j-1}b_{11} & \frac{1}{2} s_{2j-1} \\
-s_{2j-1}a_{21} & s_{2j-1}b_{21} & \frac{1}{2} s_{2j-1} \\
-s_{2j-1}a_{12} & s_{2j-1}b_{12} & \frac{1}{2} s_{2j-1} \\
\end{array}
\right) \left( \frac{1}{(\ell^b)^{2j-1}} \right),
\]

where

\[
\begin{align*}
\tilde{a}_{11} &= \frac{1}{2\beta^2} + \frac{\beta^2}{2} + \frac{1}{4\beta^2 s^2} - \frac{\beta^2}{4s^2} + \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2, \\
\tilde{b}_{11} &= \frac{1}{2\beta^2} + \frac{\beta^2}{2} - \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} + \frac{1}{4} \beta^2 s^2, \\
\tilde{a}_{22} &= \frac{1}{2\beta^2} + \frac{\beta^2}{2} + \frac{1}{4\beta^2 s^2} - \frac{\beta^2}{4s^2} - \frac{1}{4} \beta^2 s^2, \\
\tilde{b}_{22} &= \frac{1}{2\beta^2} + \frac{\beta^2}{2} - \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} + \frac{1}{4} \beta^2 s^2, \\
\tilde{a}_{21} &= \frac{1}{2\beta^2} - \frac{\beta^2}{2} + \frac{1}{2s^2} + \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} - \frac{s^2}{2} + \frac{s^2}{4\beta^2} + \frac{1}{4} \beta^2 s^2, \\
\tilde{b}_{21} &= \frac{1}{2\beta^2} - \frac{\beta^2}{2} - \frac{1}{2s^2} - \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} + \frac{s^2}{2} - \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2, \\
\tilde{a}_{12} &= \frac{1}{2\beta^2} - \frac{\beta^2}{2} + \frac{1}{2s^2} + \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} + \frac{s^2}{2} + \frac{s^2}{4\beta^2} + \frac{1}{4} \beta^2 s^2, \\
\tilde{b}_{12} &= \frac{1}{2\beta^2} - \frac{\beta^2}{2} + \frac{1}{2s^2} - \frac{1}{4\beta^2 s^2} + \frac{\beta^2}{4s^2} - \frac{s^2}{2} - \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2, 
\end{align*}
\]

Using the boundary conditions on \(\Delta\) for \(s\) and \(\beta\): \(s_+ = 1/s_-\), \(\beta_+ = i\beta_-\), it is easily checked that as we cross \(\Delta\), \((\tilde{a}_{l,m})_+ = -(\tilde{a}_{l,m})_-\) and \((\tilde{b}_{l,m})_+ = (\tilde{b}_{l,m})_-\), \(l, m \in \{1, 2\}\).

Since \((\ell^b_+)^{2j-1} = -(\ell^b_-)^{2j-1}\) the \(\Delta^{2j-1}_{R}\) do not change as we pass through \(\Delta\).

It remains to determine the nature of singularity at the point \(b\). Each of the functions \(a_{l,m}, b_{l,m}, \tilde{a}_{l,m}, \tilde{b}_{l,m}, l, m \in \{1, 2\}\), has a pole of order 3/2 at \(b\). Indeed, in a neighbourhood of \(b\) we have: \(s^2 \sim 1/s^2 \sim 1 + O((z - b)^{1/2})\) and \(\beta^2 \sim (z - b)^{3/2}\), so that the maximal order is achieved with a term of the form \(s^2/\beta^2 \sim z^{-1/2}\). We know that \(\ell^b \sim (z - b)^{3/2}\) in a neighbourhood of the point \(b\). Multiplying out, we see that \(\Delta^k_{R}\) has a pole of order \((3k + 1)/2\).

\(b\) is proved similarly to \((a)\). We will only write out the expressions for \(\Delta^{2j}_{R}\) and \(\Delta^{2j-1}_{R}\) in a neighbourhood of the point \(a\).
Thus, for \( k = 2j, j = 1, 2, \ldots \), multiplying out all the matrices in \( (77) \), we have
\[
\Delta_{R}^{2j}(z) = \frac{1}{2} \left( \begin{array}{cc} s_{2j}b_{11} + t_{2j}a_{11} & -is_{2j}a_{12} + it_{2j}b_{12} \\ is_{2j}a_{21} - it_{2j}b_{21} & s_{2j}b_{22} + t_{2j}a_{22} \end{array} \right) \left( \frac{1}{(\ell a)^2} \right).
\]  
(80)

For odd \( k = 2j - 1, j = 1, 2, \ldots \), we have
\[
\Delta_{R}^{2j-1}(z) = \frac{1}{2} \left( \begin{array}{cc} -s_{2j-1}b_{11} - t_{2j-1}a_{11} & is_{2j-1}b_{12} + it_{2j-1}a_{12} \\ is_{2j-1}a_{21} + it_{2j-1}b_{21} & s_{2j-1}b_{22} + t_{2j-1}a_{22} \end{array} \right) \left( \frac{1}{(\ell a)^{2j-1}} \right). \]
(81)

\[ \square \]

**Remark 2.** Observe that for \( s = 1 \) we have
\[
a_{11} = 1, \quad b_{11} = 1, \quad a_{22} = 1, \quad b_{22} = 1, \\
a_{21} = 1, \quad b_{21} = 1, \quad a_{12} = 1, \quad b_{12} = 1
\]
and
\[
\tilde{a}_{11} = \frac{1}{\beta^2}, \quad \tilde{b}_{11} = \beta^2, \quad \tilde{a}_{22} = \frac{1}{\beta^2}, \quad \tilde{b}_{22} = \beta^2, \\
\tilde{a}_{21} = \frac{1}{\beta^2}, \quad \tilde{b}_{21} = -\beta^2, \quad \tilde{a}_{12} = \frac{1}{\beta^2}, \quad \tilde{b}_{12} = -\beta^2.
\]

Now \( (78) - (81) \) become the formulae given in \( [20] \) if we substitute \( s = 1 \) in them.

Using the arguments of Theorem 7.10 in \( [20] \), from Lemma 1 we obtain

**Proposition 3** (Compare with Theorem 7.10 in \( [20] \)). The unique solution of the problem \( (68) \) has an asymptotic expansion in powers of \( 1/n \) that is uniform in \( z \) and is given by
\[
R(z) \sim I + \sum_{k=1}^{\infty} \frac{r_k(z)}{n^k}, \quad n \to \infty.
\]
(82)

Here the functions \( r_k(z) \) are analytic in \( \mathbb{C} \setminus (\partial O_a \cup \partial O_b) \) and can be computed explicitly.

2.10. **Recurrence relations for** \( r_k \). To obtain explicit expressions for the coefficients \( r_k \), we derive for them recurrent boundary value problems. Here we follow \( [24] \).

Thus, the jump condition for \( R \) on the contour \( \Sigma_R \) has the form
\[
R_+ = R_-(I + \Delta_R).
\]
(83)

Substituting the asymptotic expressions \( (74) \) and \( (82) \) for \( \Delta_R \) and \( R \), respectively, into this equality and collecting the like terms in powers of \( 1/n \), we obtain for \( k = 1, 2, \ldots \)
\[
r_{k,+}(s) - r_{k,-}(s) = \sum_{j=1}^{k} r_{k-j,-}(s) \Delta_{R}^{j}(s) \quad \text{for} \quad s \in \partial O_a \cup \partial O_b,
\]
(84)

where \( r_{0,-} = I \). In particular, taking into account that \( r_k(z) = O(1/z) \) as \( z \to \infty \), and that \( \Delta_{R}^{k}(s) = 0 \) for \( s \in \Sigma_R \), we can obtain from this formula, using the Sokhotskii–Plemelj formula, the integral representation
\[
r_k(z) = \frac{1}{2\pi i} \int_{\Sigma_R} \sum_{j=1}^{k} r_{k-j,-}(s) \Delta_{R}^{j}(s) \frac{ds}{s - z} \quad \text{for} \quad z \in \mathbb{C} \setminus \Sigma_R.
\]
(85)

From equation \( (84) \), we can also obtain additive Riemann–Hilbert boundary value problems. For example, we write them down for \( r_1 \) and \( r_2 \):

\[
r_1 = H_{2 \times 2}^{2}(\mathbb{C} \setminus (\partial O_a \cup \partial O_b)),
\]
\[
r_{1,+}(s) - r_{1,-}(s) = \Delta_{R}^{1}(s) \quad \text{on} \quad s \in \partial O_a \cup \partial O_b,
\]
\[
r_1(z) = O\left(\frac{1}{z}\right), \quad z \to \infty.
\]
(86)
Knowing $r_k$, we can pose a similar problem for $r_{k+1}$:

$$r_2 \in H^2_{\times 2}(\mathbb{C} \setminus (\partial O_a \cup \partial O_b)),$$

and so on.

### 2.11. The asymptotics of orthogonal polynomials with respect to a weight function $W_n$ (the completion of the proof of Theorem 1)

In this subsection we return to the orthogonal polynomials. “Unwinding” the chain of transformations

$$Y \to T \to S \to R$$

in the opposite direction and using the asymptotic expansion for $R$ obtained in the previous subsection, we will obtain an asymptotic expansion for $Y$.

Let $K$ be a closed set in $\mathbb{C} \setminus \Delta$. Then we can choose both the arcs $\Delta^\pm$ and the disks $\partial O_a$ and $\partial O_b$ so that they do not intersect $K$ and, in addition, $K$ lies on their $+$-side.

From the definition of the matrix functions $T, S, R$ in $K$ we have

$$S(z) = R(z)N(z), \quad T(z) = S(z), \quad Y(z) = C^{-1}(z)T(z)\Phi^{-1}(z).$$

Therefore

$$Y(z) = C^{-1}R(z)N(z)\Phi^{-1}(z), \quad z \in K.$$

Substituting the expressions for the matrices $C$ and $\Phi$ found in Subsection 2.3, we obtain that for $z \in K$

$$Y(z) = \text{diag} \{C_n, C_n^{-1}\} \left( \begin{array}{cc} R_{11}(z) & R_{12}(z) \\ R_{21}(z) & R_{22}(z) \end{array} \right) \times \left( \begin{array}{cc} \frac{\beta + \beta^{-1}}{2} & \frac{\beta - \beta^{-1}}{2i} \\ \frac{-\beta - \beta^{-1}}{2i} & \frac{\beta + \beta^{-1}}{2} \end{array} \right) \text{diag} \{\varphi(z), \varphi^{-1}(z)\},$$

where the function $\varphi$ and the constant $C_n$ were defined in (15), while $\beta$ is given by (7).

Therefore

$$Y_{11}(z) := P_n(z) = \frac{c_n\varphi(z)}{2} [R_{11}(z)(\beta(z) + \beta^{-1}(z)) + iR_{12}(z)(\beta(z) - \beta^{-1}(z))],$$

while for functions of the second kind we have

$$Y_{12}(z) := R_n(z) = \frac{c_n}{2\varphi(z)} [iR_{11}(z)(-\beta(z) + \beta^{-1}(z)) + R_{12}(z)(\beta(z) + \beta^{-1}(z))].$$

Substituting the asymptotic expansions (82) for $R_{11}$ and $R_{12}$, we have:

$$\frac{2P_n(z)}{c_n\varphi(z)} \sim (\beta(z) + \beta^{-1}(z)) \left[ 1 + \sum_{k=1}^{\infty} r_{k1}^{11}(z) \frac{r_k^{11}(z)}{n^k} + i\frac{\beta(z) - \beta^{-1}(z)}{\beta(z) + \beta^{-1}(z)} \sum_{k=1}^{\infty} \frac{r_k^{12}(z)}{n^k} \right]$$

$$= (\beta(z) + \beta^{-1}(z)) \left[ 1 + \sum_{k=1}^{\infty} \left( r_{k1}^{11}(z) + i\frac{\beta(z) - \beta^{-1}(z)}{\beta(z) + \beta^{-1}(z)} r_k^{12}(z) \right) \frac{1}{n^k} \right],$$

where

$$r_k(z) = \begin{pmatrix} r_{k1}^{11}(z) & r_{k1}^{12}(z) \\ r_{k2}^{11}(z) & r_{k2}^{12}(z) \end{pmatrix}.$$
Thus we have proved Theorem 1 with
\begin{equation}
\Pi_k(z) = r_k^{11}(z) + i \frac{\beta(z) - \beta^{-1}(z)}{\beta(z) + \beta^{-1}(z)} r_k^{12}(z), \quad k = 1, 2, \ldots,
\end{equation}
where the \(r_k\) are defined by (84–87).

3. The computation of \(\Pi_1\)

From Lemma 1 we know that \(\Delta_R^1\) is analytic in a neighbourhood of the points \(a\) and \(b\), apart from having poles of order 2 at these points. Therefore
\begin{align*}
\Delta_R^1(z) &= \frac{\tilde{A}^{(2)}}{(z-b)^2} + \frac{\tilde{A}^{(1)}}{(z-b)} + O(1) \quad \text{as} \quad z \to b, \\
\Delta_R^1(z) &= \frac{\tilde{B}^{(2)}}{(z-a)^2} + \frac{\tilde{B}^{(1)}}{(z-a)} + O(1) \quad \text{as} \quad z \to a
\end{align*}
for some matrices \(\tilde{A}^{(1)}, \tilde{A}^{(2)}, \tilde{B}^{(1)}\) and \(\tilde{B}^{(2)}\). Therefore it is obvious that the function
\begin{equation}
r_1(z) = \begin{cases}
\frac{\tilde{A}^{(2)}}{(z-b)^2} + \frac{\tilde{A}^{(1)}}{(z-b)} + \frac{\tilde{B}^{(1)}}{(z-b)} & \text{for} \quad z \in \mathbb{C} \setminus (O_b \cup O_a), \\
\frac{\tilde{A}^{(2)}}{(z-b)^2} + \frac{\tilde{A}^{(1)}}{(z-b)} + \frac{\tilde{B}^{(2)}}{(z-b)} - \Delta_R^1 & \text{for} \quad z \in O_b \cup O_a,
\end{cases}
\end{equation}
solves the problem (86).

From Lemma 1 it follows that in a neighbourhood of the point \(b\)
\begin{equation}
\Delta_R^1(z) = \frac{1}{2} \begin{pmatrix}
-s_1\tilde{a}_{11}(s, \beta) - t_1\tilde{b}_{11}(s, \beta) & is_1\tilde{a}_{12}(s, \beta) + it_1\tilde{b}_{12}(s, \beta) \\
is_1\tilde{a}_{21}(s, \beta) + it_1\tilde{b}_{21}(s, \beta) & s_1\tilde{a}_{22}(s, \beta) + t_1\tilde{b}_{22}(s, \beta)
\end{pmatrix}
\begin{pmatrix}
1 \\
(\tilde{t}^b)
\end{pmatrix},
\end{equation}
while in a neighbourhood of the point \(a\)
\begin{equation}
\Delta_R^1(z) = \frac{1}{2} \begin{pmatrix}
-s_1\tilde{b}_{11}(s, \beta) - t_1\tilde{a}_{11}(s, \beta) & is_1\tilde{b}_{12}(s, \beta) + it_1\tilde{a}_{12}(s, \beta) \\
is_1\tilde{b}_{21}(s, \beta) + it_1\tilde{a}_{21}(s, \beta) & s_1\tilde{b}_{22}(s, \beta) + t_1\tilde{a}_{22}(s, \beta)
\end{pmatrix}
\begin{pmatrix}
1 \\
(\tilde{t}^a)
\end{pmatrix}.
\end{equation}

We recall the expressions for \(\beta^2\) and \(\tilde{t}^b\):
\begin{align*}
\beta^2(z) &= \frac{(z-b)^{1/2}}{(z-a)^{1/2}}, \\
\tilde{t}^b(z) &= i\pi \int_z^b d\lambda(x).
\end{align*}

For the derivative of the equilibrium measure \(\lambda\) in an external field under the hypotheses of the theorem we have assumed that
\begin{equation}
\lambda'(z) = \frac{1}{2\pi} \sqrt{(z-a)(z-b)} \ h(z).
\end{equation}
Substituting the expression for the derivative of the equilibrium measure into the integral for \(\tilde{t}^b(z)\), we obtain
\begin{equation}
\tilde{t}^b(z) = \frac{i}{2} \int_z^b \sqrt{(x-a)(x-b)} \ h(x) \ dx.
\end{equation}

Let us obtain an expansion in a neighbourhood of the point \(b\). To that end, we write out the series in powers of \((x-b)\) in a neighbourhood of the point \(b\) for the functions under
the integral sign:
\[
\sqrt{(x-a)} = \sqrt{(b-a)} + \frac{1}{2} \frac{1}{\sqrt{b-a}}(x-b) - \frac{1}{8} \frac{1}{(b-a)^{3/2}}(x-b)^2 + \cdots ,
\]
\[
h(x) = h(b) + h'(b)(x-b) + \frac{1}{2} h^{(2)}(b)(x-b)^2 + \cdots ,
\]
so that
\[
\hat{\varphi}^b(z) = \frac{i}{2} \int_z^b \sqrt{(x-b)} \sqrt{b-a} h(b) \ dx
\]
\[
+ \frac{i}{2} \int_z^b \sqrt{(x-b)}(x-b) \left( \frac{1}{2} \frac{1}{\sqrt{b-a}} h(b) + \sqrt{b-a} h'(b) \right) dx + \cdots .
\]
Integrating, we obtain
\[
\hat{\varphi}^b(z) = \frac{i}{2} \left( -\frac{2}{3} \sqrt{b-a} h(b)(z-b)^{3/2} 
- \frac{2}{5} \left( \frac{1}{2} \frac{1}{\sqrt{b-a}} h(b) + \sqrt{b-a} h'(b) \right) (z-b)^{5/2} - \cdots \right)
\]
\[
= -\frac{i}{2} (z-b)^{3/2} \left( \frac{2}{3} \sqrt{b-a} h(b) + \frac{2}{5} \left( \frac{1}{2} \frac{1}{\sqrt{b-a}} h(b) + \sqrt{b-a} h'(b) \right) (z-b) + \cdots \right).
\]
Therefore the expansion of $1/\hat{\varphi}^b$ in powers of $(z-b)$ will have the form
\[
\frac{1}{\hat{\varphi}^b(z)} = \frac{2i}{(z-b)^{3/2}}
\times \left( \frac{3}{2} \frac{1}{\sqrt{b-a}} h(b) - \frac{9}{10} \frac{1}{\sqrt{b-a}} h(b) + \sqrt{b-a} h'(b) \right)(z-b) + O((z-b)^2).
\]
Now we turn to the other endpoint of the support, the point $a$. There we have
\[
\hat{\varphi}^a(z) = i \pi \int_a^z d\lambda(x) = \frac{i}{2} \int_a^z \sqrt{(x-a)(x-b)} h(x) dx.
\]
We write down the power series for the functions under the integral sign:
\[
\sqrt{(x-b)} = \sqrt{(a-b)} + \frac{1}{2} \frac{1}{\sqrt{a-b}}(x-a) - \frac{1}{8} \frac{1}{(a-b)^{3/2}}(x-a)^2 + \cdots ,
\]
\[
h(x) = h(a) + h'(a)(x-a) + \frac{1}{2} h^{(2)}(a)(x-a)^2 + \cdots ,
\]
so that
\[
\hat{\varphi}^a(z) = \frac{i}{2} \int_a^z \sqrt{(x-a)} \sqrt{(a-b)} h(a) dx
\]
\[
+ \frac{i}{2} \int_a^z \sqrt{(x-a)}(x-a) \left( \frac{1}{2} \frac{1}{\sqrt{(a-b)}} h(a) + \sqrt{(a-b)} h'(a) \right) dx + \cdots .
\]
Integrating, we obtain
\[
\tilde{\ell}^a(z) = \frac{i}{2} \left( \frac{2}{3} \sqrt{a - b h}(a)(z - a)^{3/2} \right.
\]
\[
+ \frac{2}{5} \left( \frac{1}{2} \sqrt{a - b} h(a) + \sqrt{a - bh}(a) \right) (z - a)^{5/2} - \cdots
\]
\[
= \frac{i}{2} (z - a)^{3/2} \left( \frac{2}{3} \sqrt{a - b h}(a) + \frac{2}{5} \left( \frac{1}{2} \sqrt{a - b} h(a) + \sqrt{a - bh}(a) \right) (z - a) + \cdots \right).
\]

Therefore the expansion of \(1/\tilde{\ell}^a\) in powers of \((z - a)\) will have the form
\[
\frac{1}{\tilde{\ell}^a(z)} = -\frac{2i}{(z - a)^{3/2}}
\]
\[
\times \left( \frac{3}{2} \frac{1}{\sqrt{a - b} h(a)} - \frac{9}{10} \frac{1}{\sqrt{a - b} h(a)} + \frac{\pi i}{(a - b) h^2(a)} (z - a) + \cdots \right).
\]

It remains to obtain the series for \(\tilde{a}_{11}, \tilde{b}_{11}, \tilde{a}_{12}, \tilde{b}_{12}, \tilde{a}_{21}, \tilde{b}_{21}, \tilde{a}_{22}, \text{ and } \tilde{b}_{22}\).

First we will show how to obtain a power series for the Szegö function \(\tilde{s}(\tilde{W}; z)\), where \(\tilde{W} = \exp\{ -2Q_1 \}\). We know that in the class of bounded functions, \(\tilde{s}(\tilde{W}; z)\) is given by (17). We will analyse the behaviour of this function in a neighbourhood of the point \(b\). We introduce a closed contour \(\gamma\) which encircles the support of the equilibrium measure \(\lambda\), contains a point \(z \in O_b\) and has a counterclockwise orientation. Then we have

Lemma 2. In a neighbourhood of \(b\),
\[
\tilde{s}(\tilde{W}; z) = \frac{1}{\sqrt{W^{1/2}(z)}} \exp \left\{ -\frac{1}{2} (z - a)(z - b))^{1/2} \sum_{k=0}^{\infty} c_k (z - b)^k \right\},
\]
where the coefficients \(c_k\) are given by the formula
\[
c_k := \frac{1}{2\pi i} \int_{\gamma} \frac{\log \tilde{W}(\zeta)}{z - \zeta} \frac{d\zeta}{(\zeta - a)(\zeta - b)^{1/2}(\zeta - b)^{k+1}}.
\]

Proof. Consider the integral
\[
\int_{\gamma} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta}.
\]
The integrand has three singularities inside the contour \(\gamma\), the points \(a, b\) and the point \(z\). We encircle these singularities by contours \(\gamma_0\) and \(\gamma_1\). Then by Cauchy’s theorem we obtain
\[
\int_{\gamma} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta} = \int_{\gamma_0} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta} + \int_{\gamma_1} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta} = 0.
\]
The last integral is nothing but the residue at the point \(z\). As the integrand has a simple pole at \(z\), the residue is
\[
\int_{\gamma_1} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta} = \frac{1}{2\pi i} \int_{\gamma_1} \frac{\log \tilde{W}(t)}{w_\Delta} \frac{dt}{t - z} = \frac{\log \tilde{W}(z)}{((z - a)(z - b))^{1/2}},
\]
where the contour \(\gamma_1\) is the same as \(\gamma_1\) but with the opposite orientation.

It is not hard to verify that
\[
\int_{\gamma_0} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta} = 2 \int_{\Delta} \frac{\log \tilde{W}(t)}{z - t} \frac{dt}{2\pi i w_\Delta}.
\]
Lemma 3. So that

\[ \int_{\Delta} \frac{\log \tilde{W}(t)}{z-t} \, dt \quad \frac{2\pi i w_{\Delta}^{+}}{2\pi i w_{\Delta}} = -\frac{1}{2} \left( \frac{\log \tilde{W}(z)}{(z-a)(z-b))^{1/2}} + \int_{\gamma} \frac{\log \tilde{W}(t)}{z-t} \, dt \right). \]

Thus, substituting the identity (97) into the expression for the Szegö function, we obtain

\[ \tilde{s}(\tilde{W}; z) = \frac{1}{W^{1/2}(z)} \exp \left\{ -\frac{1}{2} ((z-a)(z-b))^{1/2} \sum_{k=0}^{\infty} d_k(z-a)^k \right\}, \]

where the coefficients \( c_k \) are given by (98).

Similarly we can prove the following

**Lemma 3.** In a neighbourhood of the point \( a \) we have

\[ \tilde{s}(\tilde{W}; z) = \frac{1}{W^{1/2}(z)} \exp \left\{ -\frac{1}{2} ((z-a)(z-b))^{1/2} \sum_{k=0}^{\infty} d_k(z-a)^k \right\}, \]

where the coefficients \( d_k \) are given by

\[ d_k := \frac{1}{2\pi i} \int_{\gamma} \frac{\log \tilde{W}(\zeta)}{(\zeta-a)(\zeta-b))^{1/2} (\zeta-a)^{k+1}} \, d\zeta. \]

Using these lemmas, it is easy to obtain an asymptotic expansion for \( s^2(z) \), where \( s(z) := \tilde{s}(\tilde{W}; z)W^{1/2}(z) \). As \( z \to b \), we have

\[ s^2(z) = \exp \left\{ -((z-a)(z-b))^{1/2} \sum_{k=0}^{\infty} c_k(z-b)^k \right\} \]

\[ = 1 - c_0 \sqrt{(b-a)(z-b)^{1/2}} + \frac{1}{2} c_0^2 (b-a)(z-b) \]

\[ - \frac{1}{6} \left( \frac{3(2c_1(b-a) + c_0) + c_0^2 (b-a)^2}{\sqrt{(b-a)}} \right) (z-b)^{3/2} + \cdots, \]

while the expansion for \( 1/s^2 \) has the form

\[ \frac{1}{s^2(z)} = 1 + c_0 \sqrt{(b-a)(z-b)^{1/2}} + \frac{1}{2} c_0^2 (b-a)(z-b) \]

\[ + \frac{1}{6} \left( \frac{3(2c_1(b-a) + c_0) + c_0^2 (b-a)^2}{\sqrt{(b-a)}} \right) (z-b)^{3/2} + \cdots. \]

In what follows it will be convenient to consider the combined series for \( s^2 + \frac{1}{s^2} \) and \( s^2 - \frac{1}{s^2} \):

\[ s^2 + \frac{1}{s^2} = 2 + c_0^2 (b-a)(z-b) + \cdots, \]

\[ s^2 - \frac{1}{s^2} = -2c_0 \sqrt{(b-a)(z-b)^{1/2}} - \frac{1}{3} \left( \frac{3(2c_1(b-a) + c_0) + c_0^2 (b-a)^2}{\sqrt{(b-a)}} \right) (z-b)^{3/2}. \]
Now we can write down the series for $\tilde{a}_{11}, \tilde{b}_{11}, \tilde{a}_{12}, \tilde{b}_{12}, \tilde{a}_{21}, \tilde{b}_{21}, \tilde{a}_{22}$ and $\tilde{b}_{22}$:

- $\tilde{a}_{11} = \frac{1}{2} \frac{\beta^2}{\beta^2} + \frac{1}{2} \frac{\beta^2}{4\beta^2 s^2} - \frac{\beta^2}{4\beta^2} + \frac{s^2}{4\beta^2} - \frac{1}{4} \beta^2 s^2$
  
  - $\tilde{b}_{11} = \frac{1}{2} \frac{\beta^2}{2} + \frac{1}{2} \frac{\beta^2}{4\beta^2 s^2} + \frac{\beta^2}{4\beta^2} - \frac{s^2}{4\beta^2} + \frac{1}{4} \beta^2 s^2$

- $\tilde{a}_{21} = \frac{1}{2} \frac{1}{\beta^2} - \frac{1}{2} \frac{1}{s^2} + \frac{1}{2} \frac{\beta^2}{s^2} - \frac{s^2}{2} + \frac{\beta^2 s^2}{4}$

- $\tilde{b}_{21} = \frac{1}{2} \frac{1}{\beta^2} - \frac{1}{2} \frac{1}{s^2} - \frac{1}{2} \frac{\beta^2}{s^2} - \frac{s^2}{2} - \frac{\beta^2 s^2}{4}$

- $\tilde{a}_{12} = \frac{1}{2} \frac{1}{\beta^2} - \frac{1}{2} \frac{1}{s^2} + \frac{1}{2} \frac{\beta^2}{s^2} + \frac{s^2}{2} + \frac{s^2}{4} + \frac{\beta^2 s^2}{4}$

- $\tilde{b}_{12} = \frac{1}{2} \frac{1}{\beta^2} - \frac{1}{2} \frac{1}{s^2} - \frac{1}{2} \frac{\beta^2}{s^2} - \frac{s^2}{2} - \frac{\beta^2 s^2}{4}$

We also have $\tilde{a}_{22} = \tilde{a}_{11}$ and $\tilde{b}_{22} = \tilde{b}_{11}$.

Furthermore, we will be using the expressions

\[
\frac{1}{\beta^2} + \beta^2 = \frac{1}{(z-b)^{1/2}} \left( (\sqrt{(b-a)} + \frac{3}{2} \frac{1}{\sqrt{(b-a)}} (z-b) \right)
\]

\[
\frac{1}{\beta^2} - \beta^2 = \frac{1}{(z-b)^{1/2}} \left( (\sqrt{(b-a))} - \frac{1}{2} \frac{1}{\sqrt{(b-a)}} (z-b) \right)
\]

Then

\[
(s_1 \tilde{a}_{11} + t_1 \tilde{b}_{11}) = (s_1 \tilde{a}_{22} + t_1 \tilde{b}_{22})
\]

\[
= \frac{1}{2} \left( \frac{1}{\beta^2} + \beta^2 \right) (s_1 + t_1) + \frac{1}{4} \left( \frac{1}{\beta^2} - \beta^2 \right) \left( \frac{1}{s^2} + s^2 \right) (s_1 - t_1)
\]

\[
= \frac{1}{(z-b)^{1/2}} \left( \frac{5\sqrt{(b-a)}}{72} + \frac{1}{24} \left( c_0 (b-a)^{3/2} - \frac{3}{2\sqrt{(b-a)}} \right) (z-b) + O((z-b)^2) \right).
\]
Thus in a neighbourhood of the point $b$ we have

\[ \Delta^1_R(z) = \frac{i}{(z-b)^2} \times \left( \begin{array}{c}
\frac{5\sqrt{b-a}}{72} + \frac{19}{144} \left( \frac{c_0^2 (b-a)^{3/2}}{\sqrt{b-a}} - \frac{3}{2} \right) (z-b) \\
\frac{5\sqrt{b-a}}{72} + \frac{19}{144} \left( \frac{c_0^2 (b-a)^{3/2}}{\sqrt{b-a}} - \frac{3}{2} \right) (z-b) \\
\frac{3}{2} \sqrt{b-a} h(b) + \frac{1}{10} \frac{1}{(b-a) h^2(b)} (z-b) + \cdots
\end{array} \right) \]

\[ = \frac{i}{(z-b)^2} \left( \begin{array}{c}
\frac{5}{48} h(b) + \frac{1}{5} \frac{1}{48 h(b)} \\
\frac{5}{48} h(b) + \frac{1}{5} \frac{1}{48 h(b)} \\
\frac{3}{2} \sqrt{b-a} h(b) + \frac{1}{10} \frac{1}{(b-a) h^2(b)} (z-b) + \cdots
\end{array} \right) \]

Similarly,

\[ (s_1 \tilde{a}_{12} + t_1 \tilde{b}_{12}) \]

\[ = \frac{1}{2} \left( \frac{1}{\beta^2} - \beta^2 \right) (s_1 + t_1) + \left( \frac{1}{2} \left( \frac{1}{s^2} - s^2 \right) + \frac{1}{4} \left( \beta^2 + \frac{1}{\beta^2} \right) \left( \frac{1}{s^2} + s^2 \right) \right) (s_1 - t_1) \]

\[ = \frac{1}{(z-b)^{1/2}} \left( \frac{5}{72} \sqrt{b-a} \right) \]

\[ + \left[ \frac{19}{144} \sqrt{b-a} + \frac{c_0^2 (b-a)^{3/2}}{24} - \frac{3}{2} \right] (z-b) \]

and finally the last term:

\[ (s_1 \tilde{a}_{21} + t_1 \tilde{b}_{21}) \]

\[ = \frac{1}{2} \left( \frac{1}{\beta^2} - \beta^2 \right) (s_1 + t_1) + \left( \frac{1}{2} \left( \frac{1}{s^2} - s^2 \right) + \frac{1}{4} \left( \beta^2 + \frac{1}{\beta^2} \right) \left( \frac{1}{s^2} + s^2 \right) \right) (s_1 - t_1) \]

\[ = \frac{1}{(z-b)^{1/2}} \left( \frac{5}{72} \sqrt{b-a} \right) \]

\[ + \left[ \frac{19}{144} \sqrt{b-a} + \frac{c_0^2 (b-a)^{3/2}}{24} - \frac{3}{2} \right] (z-b) \]

Thus in a neighbourhood of the point $b$ we have

\[ \Delta^1_R(z) = \frac{i}{(z-b)^2} \]
as $z \to b$. After slight simplifications, we obtain an explicit form for the matrices $\tilde{A}^{(2)}$ and $\tilde{A}^{(1)}$:

$$
\tilde{A}^{(2)}(z) = i \frac{5}{48} \frac{1}{h(b)} \left( \begin{array}{cc}
-1 & i \\
i & 1 \\
\end{array} \right),
$$

$$
\tilde{A}^{(1)}(z) = -i \frac{1}{16} \frac{h(b) + (b-a)h'(b)}{(b-a)h^2(b)} \left( \begin{array}{cc}
-1 & i \\
i & 1 \\
\end{array} \right)
$$

$$
+ \frac{i}{16} \frac{1}{h(b)(b-a)} \left( \begin{array}{c}
- (c_0^3(b-a)^2 - \frac{3}{2}) \\
i \{ \frac{19}{6} + c_0^3(b-a)^2 - 4c_0(b-a) \} \\
\end{array} \right).
$$

We note that for $c_0 = 0$ the expression for $\tilde{A}^{(1)}(z)$ takes the form

$$
\tilde{A}^{(1)}(z) = -i \frac{1}{16} \frac{h(b) + (b-a)h'(b)}{(b-a)h^2(b)} \left( \begin{array}{cc}
-1 & i \\
i & 1 \\
\end{array} \right) + \frac{i}{16} \frac{1}{h(b)(b-a)} \left( \begin{array}{c}
\frac{3}{2} \\
\frac{19}{6} \\
\end{array} \right).
$$

Similarly, in a neighbourhood of the point $a$,

$$
\tilde{B}^{(2)}(z) = -i \frac{1}{48} \frac{1}{h(b)} \left( \begin{array}{cc}
-1 & -i \\
i & 1 \\
\end{array} \right),
$$

$$
\tilde{B}^{(1)}(z) = -i \frac{1}{16} \frac{h(a) + (a-b)h'(a)}{(a-b)h^2(a)} \left( \begin{array}{cc}
1 & i \\
i & -1 \\
\end{array} \right)
$$

$$
+ \frac{i}{16} \frac{1}{h(a)(a-b)} \left( \begin{array}{c}
\frac{1}{6} \left( d_0^2(a-b)^2 - \frac{3}{2} \right) \\
i \{\frac{19}{6} + d_0^2(a-b)^2 - 4d_0(a-b) \} \\
\end{array} \right).
$$

We observe that for $c_0 = 0$, the expression for $\tilde{B}^{(1)}(z)$ is

$$
\tilde{B}^{(1)}(z) = -i \frac{1}{16} \frac{h(a) + (a-b)h'(a)}{(a-b)h^2(a)} \left( \begin{array}{cc}
1 & i \\
i & -1 \\
\end{array} \right) + \frac{i}{16} \frac{1}{h(a)(a-b)} \left( \begin{array}{c}
\frac{3}{2} \\
\frac{19}{6} \\
\frac{3}{2} \\
\end{array} \right).
$$

Thus, outside neighbourhoods of the endpoints of the support, $r_1(z)$ can be written down in the following form:

$$
\begin{align*}
r_1(z) &= \frac{\tilde{A}^{(2)}}{(z-b)^2} + \frac{\tilde{A}^{(1)}}{(z-b)(z-a)^2} + \frac{\tilde{B}^{(1)}}{(z-b)} \\
&= \frac{1}{(z-b)^2} \frac{1}{48h(b)} \left( \begin{array}{cc}
-1 & i \\
i & 1 \\
\end{array} \right) \\
&- \frac{1}{(z-b)} \left\{ \frac{1}{16} \frac{h(b) + (b-a)h'(b)}{(b-a)h^2(b)} \left( \begin{array}{cc}
-1 & i \\
i & 1 \\
\end{array} \right) \\
&- \frac{i}{16(b-a)h(b)} \left( \begin{array}{c}
-(c_0^3(b-a)^2 - \frac{3}{2}) \\
i \{ \frac{19}{6} + c_0^3(b-a)^2 - 4c_0(b-a) \} \\
\end{array} \right) \\
&- \frac{1}{(z-a)^2} \frac{5i}{48h(b)} \left( \begin{array}{cc}
-1 & -i \\
-i & 1 \\
\end{array} \right) \right\}
\end{align*}
$$
and formula (5), given in the Introduction, follows from this.

4. Examples

In this section we will use Theorem 1 to obtain asymptotic expansions for generalized Laguerre polynomials.

We define the generalized Laguerre polynomials by an exact formula that makes sense for every value \( \alpha \in \mathbb{C} \):

\[
L_n^\alpha(x) := \sum_{k=0}^{n} \binom{n + \alpha}{n - k} \frac{(-x)^k}{k!}.
\]

These polynomials can be also defined by the Rodrigues formula,

\[
L_n^\alpha(x) = \frac{1}{n!} x^{-\alpha} e^x \left( \frac{d}{dx} \right)^n \left[ x^{\alpha+n} e^{-x} \right].
\]

It is well known that for real \( \alpha > -1 \) the polynomials \( L_n^\alpha \) are orthogonal on \([0, \infty)\) relative to the weight function \( x^{\alpha} e^{-x} \):

\[
\int_0^\infty L_n^\alpha(x) L_m^\alpha(x) x^{\alpha+n} e^{-x} \, dx = 0 \quad \text{for} \quad n \neq m.
\]

Recently there has been much interest in the study of asymptotics of \( \{L_n^\alpha\} \) when the exponent \( \alpha \) depends on the index, that is, \( \alpha := \alpha_n \). In [27], the leading term of the asymptotic expansion was obtained for \( \alpha = -An \), where \( A > 1 \). We consider a somewhat more general situation, \( \alpha = -An - A_1 \), where \( A_1 \in \mathbb{R} \), and using Theorem 1 we obtain more exact asymptotic formulæ.

Let us pass to compressed polynomials with leading coefficient equal to 1:

\[
P_n^\alpha(z) = \frac{(-1)^n n!}{n^n} L_n^\alpha(nz), \quad n = 0, 1, \ldots
\]

The orthogonality relations (102) become

\[
\int_\Sigma P_n^\alpha(z) z^k z^{\alpha-nz} e^{-nz} \, dz = \begin{cases} 0 & \text{for } k = 0, 1, \ldots, n-1, \\ \neq 0 & \text{for } k = n \text{ and for } \alpha + n + 1 \notin \mathbb{N}, \end{cases}
\]

where \( \Sigma \) is a Jordan arc in \( \mathbb{C} \setminus [0, \infty) \) which is symmetric with respect to the real axis and such that

\[
\exists M > 0 \quad \forall x \geq M \quad \exists y(x) > 0 : \quad \Sigma \cap \{z : \mathfrak{R}(z) = x\} = \{x \pm iy(x)\},
\]

where in addition

\[
\exists \lim_{x \to -\infty} y(x) = L < \infty.
\]
From (104) we have that

\[ Q_0 = \frac{1}{2} (z + A \ln z), \quad Q_1 = \frac{1}{2} A \ln z. \]

To apply Theorem 1, the contour \( \Sigma \) must satisfy the symmetry condition (4) (the \( S \)-property). In [27] it is shown that \( \Sigma = \Gamma \cup \Sigma_1 \cup \Sigma_2 \), where \( \Gamma \) is an arc that connects \( b = 2 - A + 2i \sqrt{A - 1} \) with \( a = \overline{b} \), and such that

\[ \frac{1}{2\pi i} \int_{\Gamma} \frac{(s - b)(s - \overline{b})}{s} \, ds \]

takes real values for all \( z \in \Gamma \), while the arcs \( \Sigma_1 \) and \( \Sigma_2 \) are such that in a neighbourhood of the points \( b \) and \( \overline{b} \) the values of

\[ \int_{\Gamma} \frac{(s - b)(s - \overline{b})}{s} \, ds, \quad \int_{\Gamma} \frac{(s - b)(s - \overline{b})}{s} \, ds \]

are, respectively, real and positive. Figure 6 shows examples of \( \Sigma \) for two values of \( A \).

In [27] it is shown that the support of the equilibrium measure in the field

\[ f(x) := \frac{1}{2} (z + A \ln z) \]

is an arc \( \Gamma \) with endpoints at \( b \) and \( \overline{b} \), while the derivative of the equilibrium measure has the form

\[ \lambda'(z) = \frac{\sqrt{(z - b)(z - \overline{b})}}{2\pi i z}. \]

To see that, we need first to verify that the complex measure

\[ \frac{1}{2\pi i} \int_{\Gamma} \frac{(s - a)(s - b)}{s} \, ds \]

is a probability measure on \( \Gamma \) and, second, that for \( z \in \mathbb{C} \setminus \{\Gamma \cup \Sigma_1 \cup [0, \infty)\} \) we have the following representation for the complex potential:

\[ \mathcal{V}_\lambda(z) := \mathcal{V}_\lambda(b) + \frac{1}{2} (A \ln(b) + b) - \frac{1}{2} (A \log z + z) + \frac{1}{2} \int_{b}^{z} \frac{\sqrt{(s - a)(s - b)}}{s} \, ds. \]
From this, in particular, follows the equilibrium condition for the complex potential:

\[ \mathcal{V}_{\lambda^+}(z) + \mathcal{V}_{\lambda^-}(z) = -(A \ln(z) + z) + 2 \left( \mathcal{V}_{\lambda}(b) + \frac{1}{2}(A \ln(b) + b) \right). \]

From (106), (107), and (18) it follows that

\[
\varphi_n(z) = \exp \left\{ \frac{n}{2}(A \log z + z) - \frac{n}{2} \int_b^z \frac{\sqrt{(s-a)(s-b)}}{s} ds \right\} \\
\times \exp \left\{ \frac{(z-a)(z-b)}{2} \frac{1}{2i} \int_{\Gamma} -A_1 \ln(t) \ dt + (t-b) \right\}.
\]

For brevity, we restrict ourselves to the case \( A = 2 \). Then (108) becomes

\[
\varphi_n(z) = e^{\pi i n/2} \exp \left\{ \frac{n}{2}(2 \log z + z) - \frac{n}{2} \int_{2i}^z \frac{\sqrt{s^2 + 4}}{s} ds \right\} \\
\times \exp \left\{ \frac{(z^2 + 4)^{1/2}}{2i} \int_{\Gamma} -A_1 \ln(t) \ dt \right\} \\
= e^{\pi i n/2} \exp \left\{ \frac{n}{2}(z - \sqrt{z^2 + 4}) \right\} (2 + \sqrt{z^2 + 4})^n \\
\times \exp \left\{ \frac{(z^2 + 4)^{1/2}}{2i} \int_{\Gamma} -A_1 \ln(t) \ dt \right\}.
\]

As \( z \to \infty \),

\[ \varphi_n(z) \sim e^{\pi i n/2} \exp \left\{ \int_{\Gamma} -A_1 \ln(t) \ dt \right\} z^n \sim e^{\pi i n/2} z^n, \]

and therefore

\[ C_n = e^{-\pi i n/2}. \]

Since for \( A = 2 \)

\[ a = -2i, \quad b = 2i, \quad h(x) = \frac{1}{2\pi ix}, \]

substituting these values into (5), we obtain

\[ \Pi_1(z) = \frac{5\pi i(z^2 - 4)}{6(z^2 + 4)^2} + \frac{\pi c_0^2 - \pi d_0^2 + \frac{z - \sqrt{z^2 + 4}}{z}}{2} \left( \frac{c_0^2 + d_0^2 - 2i \frac{3z^2 + 2}{3(z^2 + 4)^2}}{1} \right), \]

while for \( c_0 \) and \( d_0 \) we have

\[ c_0 := \frac{2}{\pi i} \int_{\Gamma} -A_1 \ln \zeta \ \frac{d\zeta}{((\zeta-a)(\zeta-b))^{1/2} (\zeta-b)}, \]

and

\[ d_0 := \frac{2}{\pi i} \int_{\Gamma} -A_1 \ln \zeta \ \frac{d\zeta}{((\zeta-a)(\zeta-b))^{1/2} (\zeta-a)}.
\]

Finally, substituting (109), (110), (111) into (6), we see that for the compressed Laguerre polynomials \( P_n^\alpha \), \( \alpha = -2n - A_1 < -1 \), \( A > 1 \) (see (103)), uniformly on compact sets in \( \mathbb{C} \setminus \Gamma \), we have the following asymptotic formula as \( n \to \infty \):

\[ P_n^\alpha(z) = \exp \left\{ \frac{n}{2}(z - \sqrt{z^2 + 4}) \right\} (2 + \sqrt{z^2 + 4})^n \\
\times \exp \left\{ \frac{(z^2 + 4)^{1/2}}{2\pi i \sqrt{t^2 + 4}} \right\} \left( \frac{\sqrt{z - 2t^2 + \sqrt{z^2 + 2t}^2}}{2(z^2 + 4)^{1/4}} \right) \]
\[
\times \left[ 1 + \left( \frac{5i(z^2 - 4)}{6(z^2 + 4)^2} + c_0^2 - d_0^2 \right) + \frac{z - \sqrt{z^2 + 4}}{z} \left( c_0^2 + d_0^2 - \frac{3}{3(z^2 + 4)^2} \right) \right] \frac{\pi}{n} + O \left( \frac{1}{n^2} \right) \].
\]
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