ON A METHOD IN SCATTERING THEORY
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Abstract. We use the well-studied Friedrichs model to showcase a new method for proving the asymptotic completeness of two operators, which in our case are the Friedrichs operator \( A \) and the operator obtained from \( A \) by omitting the integral term. Technically, the problem is reduced to a detailed analysis of the Fredholm determinant and minor of an auxiliary integral operator.

1. Introduction and statement of the problem

In the paper [1], the authors demonstrated a new method for proving the completeness of the system of the following two operators in the Hilbert space \( L_2(\mathbb{R}^d) \), \( d \geq 3 \):

\[
(Af)(q) = \omega(q)f(q) + \int_{\mathbb{R}^d} D(q,p)f(p) \, dp
\]

(the Friedrichs model; see [2] and [3]) and

\[
(\tilde{A}f)(q) = \omega(q)f(q), \quad q \in \mathbb{R}^d, \quad f \in L_2(\mathbb{R}^d).
\]

Here \( \omega \) is a smooth real-valued function increasing to infinity as \( q \to \infty \) and having a unique critical point, namely, a nondegenerate minimum at the point \( q_0 = 0 \). The kernel \( D \) belongs to the space \( S(\mathbb{R}^d \times \mathbb{R}^d) \) (see [4] and [5]) and satisfies the condition

\[
D(q,p) = D(p,q),
\]

which ensures that \( A \) is selfadjoint.

It was assumed in [1] that \( D \) is sufficiently small, which ensures that \( A \) has no eigenvalues. Here we drop this assumption and hence consider the case in which there exist eigenvalues of \( A \). We only assume that all of them lie outside the continuous spectrum of \( A \). Apart from this, it is known that \( A \) has only finitely many eigenvalues, all of them are of finite multiplicity, and the singular spectrum of \( A \) is empty (see [3]).

Let \( \{\varphi_j\}_{j=1}^k \) be the orthonormal system formed by all eigenfunctions of \( A \), and let \( \mathcal{H} = \{\varphi_j\}^+ \) be the orthogonal complement of this system. Obviously, \( \mathcal{H} \) is an invariant subspace for \( A \), and we denote the restriction of \( A \) to \( \mathcal{H} \) by \( \tilde{A} \). The following theorem is the main result of this paper.

Theorem. The operators \( \tilde{A} \) and \( A_0 \) are unitarily equivalent.

Remark. The fact stated in the theorem is well known (see [2] and [3]). We use its proof as an example to present our method. The method also applies to more complicated cases (see [13]).
The theorem follows from the existence of the following strong limits (known as wave operators):

\[
Wf = \lim_{t \to +\infty} e^{itA} e^{-itA_0} f, \quad f \in L_2(\mathbb{R}^d) \quad \text{(the direct wave operator)},
\]

\[
\hat{W}g = \lim_{t \to +\infty} e^{itA_0} e^{-itA} g, \quad g \in \mathcal{H} \quad \text{(the inverse wave operator)}.
\]

If the operators \(W\) and \(\hat{W}\) exist, then they are inverses of each other,

\[
WL_2(\mathbb{R}^d) = \mathcal{H}, \quad \hat{W}H = L_2(\mathbb{R}^d), \quad \text{and} \quad \hat{W} = W^{-1},
\]

and define unitary mappings of the spaces \(L_2(\mathbb{R}^d)\) and \(\mathcal{H}\) onto each other, taking the operator \(A_0\) to \(\tilde{A}\),

\[
\tilde{A} = WA_0\hat{W}.
\]

The existence of both limits \((1.3a)\) and \((1.3b)\) is established here by Cook’s method (see [6]). Namely, one has

\[
\int_0^\infty \|Ve^{-itA_0} f\|_{L_2(\mathbb{R}^d)} dt < \infty,
\]

where \(V = A - A_0\), for all functions \(f \in S(\mathbb{R}^d)\), which obviously form an everywhere dense set in \(L_2(\mathbb{R}^d)\). The existence of the limit \((1.3a)\) follows from \((1.6)\) (see [6]). We shall show that

\[
\int_0^\infty \|Ve^{-itA} g\|_{L_2(\mathbb{R}^d)} dt < \infty
\]

for all \(g \in S(\mathbb{R}^d) \cap \mathcal{H}\). (This set is everywhere dense in \(\mathcal{H}\), because the eigenfunctions \(\varphi_j\) of \(A\) lie in \(S(\mathbb{R}^d)\).) The existence of the limit \((1.3b)\) follows from \((1.7)\).

Inequality \((1.6)\) was proved in [1] with the use of the stationary phase method; this proof does not assume that \(D\) is small, and so it applies in our case. Hence we proceed to the proof on inequality \((1.7)\).

Let us represent the vector \(e^{-itA}g\) in the form

\[
e^{-itA}g = \frac{1}{2\pi i} \int_\gamma e^{-itz} R_A(z) g \, dz,
\]

where \(R_A(z) = (A - zE)^{-1}\) is the resolvent of \(A\) and the integral is taken over a contour \(\gamma \subset \mathbb{C}^1\) surrounding the spectrum of \(A\) clockwise (see [7]).

2. The resolvent \(R_A(z)\) and related estimates

Let \(\Sigma = \{\lambda_j\}\) be the set of eigenvalues of \(A\). For each \(z \in \mathbb{C}^1 \setminus (\{\kappa, \infty\} \cup \Sigma)\), where \(\kappa = \min_q \omega(q)\), the action of \(R_A(z)\) on a vector \(g \in L_2(\mathbb{R}^d)\) can be represented in the form

\[
(R_A(z)g)(q) = \frac{g(q)}{\omega(q) - z} + A^{-1}(z) \int_{\mathbb{R}^d} \frac{T(q,p;z)g(p) \, dp}{(\omega(q) - z)(\omega(p) - z)}.
\]

The function \(T(q,p;z)\) (the Fredholm minor [5]) is given by

\[
T(q,p;z) = D(q,p) + \sum_{n=1}^\infty \frac{1}{n!} \int_{(\mathbb{R}^d)^n} \begin{vmatrix} D(q,p) & \ldots & D(q,t_n) \\ \ldots & \ldots & \ldots \\ D(t_n,p) & \ldots & D(t_n,t_n) \end{vmatrix} \prod_{i=1}^n (\omega(t_i) - z) \prod_{i=1}^n dt_i,
\]
and the function $\Delta(z)$ (the Fredholm determinant) has the form

$$
\Delta(z) = 1 + \int_{\mathbb{R}^d} \frac{D(t, t) dt}{\omega(t) - z} + \sum_{n=2}^{\infty} \frac{1}{n!} \int_{(\mathbb{R}^d)^n} \frac{D(t_1, t_1) \ldots D(t_1, t_n)}{\prod_{i=1}^{n} (\omega(t_i) - z)} dt_i.
$$

Since the first term in (2.3) is equal to $(R_{A_0}(z))g(q)$ and the operator $e^{-itA_0}$ admits a representation similar to (1.8), we see, by virtue of (1.6), that it suffices to prove that the function

$$
\left\| V(e^{-itA} - e^{-itA_0})g \right\|_{L^2(\mathbb{R}^d)}
$$

of the variable $t$ is integrable with respect to $t$ on $(0, \infty)$ for $g \in S(\mathbb{R}^d) \cap \mathcal{H}$. For brevity, the right-hand side of (2.3) can be written in the form

$$
\left\| \int_{\gamma} dz e^{-itz} \frac{1}{\Delta(z)} \sum_{n=0}^{\infty} \frac{1}{n!} I_n(\cdot, z) \left\|_{L^2(\mathbb{R}^d)},
$$

where

$$
I_n(q, z) = \int_{(\mathbb{R}^d)^{n+2}} \frac{K_n(q, p, s, t_1, \ldots, t_n)}{(\omega(p) - z)(\omega(s) - z) \prod_{j=1}^{n} (\omega(t_j) - z)} dp ds \prod_{j=1}^{n} dt_j;
$$

$$
K_n(q, p, s, \{t_j\}) = D(q, p)g(s) \begin{vmatrix}
D(p, s) & \ldots & D(p, t_n) \\
\ldots & \ldots & \ldots \\
D(t_n, s) & \ldots & D(t_n, t_n)
\end{vmatrix}
$$

for $n > 0$ and

$$
K_0(q, p, s) = D(q, p)g(s).
$$

Note that $K_n(q, p, s, t_1, \ldots, t_n)$ belongs to the space $S(\mathbb{R}^{d(n+3)})$ of rapidly decaying functions of $n+3$ variables. By using Hadamard’s inequality [9], we obtain the following estimate for $K_n$:

$$
|K_n(q, p, s, \{t_j\}_{j=1}^{n})| \leq \frac{C L^n n^{n/2}}{(q^2 + 1)^d(p^2 + 1)^d(s^2 + 1)^d \prod_{j=1}^{n} (t_j^2 + 1)^d}
$$

with constants $C = C(g) > 0$ and $L = L(D) > 0$. Similar estimates hold for the derivatives of $K_n$.

Note that, for any $n$ and $q$, the function $I_n(q, z)$, which is defined for all complex $z$ outside the cut $[\bar{x}, \infty)$, has the limits

$$
I_n^+ (q, x) = \lim_{\varepsilon \downarrow 0} I_n(q, x + i\varepsilon), \quad -\infty < x < \infty,
$$

as $z$ approaches the real axis from above (+) and below (−), and these limits are uniform with respect to $n$ and $q$ (e.g., see [10] and [11]). Obviously, the two limits coincide for $x < \bar{x}$.

Furthermore, it follows from (2.7) and the smoothness of $K_n$ that the estimate

$$
|I_n^\pm (q, x)| \leq \frac{C n^{n/2} M^n}{(q^2 + 1)^d}
$$

holds for $x < \bar{x}$.
holds with some constants $\bar{C} > 0$ and $M > 0$. It follows from (2.8) that the series

$$I^\pm(q, x) = \sum_{n=0}^{\infty} \frac{1}{n!} I^\pm_n(q, x)$$

(2.9)

converges. It is convenient to represent the function $I^\pm(q, x)$ in the form

$$I^\pm(q, x) = \sum_{n=1}^{\infty} \frac{1}{n!} \int_{(\mathbb{R}^d)^n} K_n(q, p, s, \{t_j\}_{j=1}^n) \prod_{j=1}^n ds \prod_{j=1}^n dt_j,$$

(2.10)

By analogy with the preceding, the function $\Delta(z)$ has limits

$$\Delta^\pm(x) = \lim_{\varepsilon \downarrow 0} \Delta(x \pm i\varepsilon),$$

(2.11)

which, by analogy with (2.10), can be represented in the form

$$\Delta^\pm(x) = 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \int_{(\mathbb{R}^d)^n} G_n(s_1, \ldots, s_n) \prod_{j=1}^n ds_j = 1 + J^\pm(x),$$

(2.12)

where the function $G_n$ coincides with the corresponding determinant in (2.3). Clearly, $G_n \in S((\mathbb{R}^d)^n)$ and

$$|G_n(s_1, \ldots, s_n)| \leq \frac{n^{n/2} M^n}{\prod_{j=1}^n (s_j^2 + 1)^d},$$

(2.13)

by Hadamard’s inequality. Similar estimates hold for the derivatives of $G_n$. 

For the contour $\gamma$ in (1.8) we take two lines $l_\pm$, where $l_+$ coincides with the real ray $(-\infty, \infty)$ and then with the upper bank of the cut $[\infty, \infty)$, while $l_-$ coincides with the same ray and then with the lower bank of the cut.

Thus, for this choice of $\gamma$, the expression whose norm is taken in (2.4) can be represented in the form

$$\int_{l_+} e^{-itx} I^+(q, x) dx + \int_{l_-} e^{-itx} I^-(q, x) dx.$$

(2.14)

Next, note that the second term in (2.14) is zero for $t > 0$. Indeed, if $t > 0$, then the function

$$e^{-itx} \frac{I(q, z)}{\Delta(z)},$$

(2.15)

analytic in the lower half-plane, tends to zero as $z \to \infty$; hence, by shifting the contour $l_-$ down along the imaginary axis, we can make the integral of the function (2.15) along the shifted contour as small as desired.

Thus, we have reduced the problem to estimating the first integral in (2.14). First, let us separately estimate the integrals of the numerator and denominator of this fraction.

**Lemma 1.** One has the estimates

$$\left| \int_{l_+} e^{-itx} I^+(q, x) dx \right| \leq Cl(t) / (q^2 + 1)^{\bar{T}},$$

(2.16a)

$$\left| \int_{l_+} e^{-itx} J^+(x) dx \right| \leq l(t),$$

(2.16b)

where the function $l(t) \geq 0$ ($l(t) = 0$ for $t < 0$) is integrable on $(0, \infty)$ and $C > 0$ is some constant.
Proof. First, consider inequality (2.16b). Obviously, the integral can be expanded in a series whose $n$th term can be represented in the form

$$\int_{-\infty}^{\infty} dx \int_{(\mathbb{R}^d)^n \times (\mathbb{R}^d)^n} \prod_j ds_j \prod_j dx_j \frac{G_n(s_1, \ldots, s_n)}{\prod_j (\omega(s_j) - x_j - i0)} \prod_j \delta(x - x_j),$$

where $t_1 > 0, \ldots, t_n > 0$ are numbers such that $\sum_{j=1}^{n} t_j = t$.

It is easy to compute the integral (2.17); the result (see Appendix A) is

$$2\pi \int_{\{\tau_1 > 0, \ldots, \tau_n > 0, \tau_1 + \cdots + \tau_n = t\}} S_n(\tau_1, \ldots, \tau_n) \prod_{j=1}^{n} d\tau_j,$$

where

$$S_n(\tau_1, \ldots, \tau_n) = \prod_{j=1}^{n} (2\pi i\theta(\tau_j)) \int_{(\mathbb{R}^d)^n} G_n(s_1, \ldots, s_n) \prod_{j=1}^{n} e^{-i\tau_j \omega(s_j)} \prod_{j=1}^{n} ds_j.$$

(Here $\theta(\tau) = 1$ for $\tau > 0$ and $\theta(\tau) = 0$ for $\tau \leq 0$.) By using the stationary phase method and Hadamard’s inequality, we find that

$$|S_n(\tau_1, \ldots, \tau_n)| \leq n^{n/2} \bar{C}^n \prod_{j=1}^{n} \theta(\tau_j) \prod_{j=1}^{n} \frac{1}{(\tau_j + 1)^{n/2}},$$

where $\bar{C} > 0$ is some constant. A detailed derivation of this estimate is given in Appendix B. By setting

$$l(t) = \sum_{n=1}^{\infty} \frac{n^{n/2}}{n!} \bar{C}^n \int_{\{\tau_1 + \cdots + \tau_n = t\}} \prod_{j=1}^{n} \frac{1}{(\tau_j + 1)^{n/2}} \prod_{j=1}^{n} d\tau_j$$

for $t > 0$, we see that $l(t)$ is integrable and the estimate (2.16b) is satisfied. The estimate (2.16a) can be obtained in a similar way. The proof of Lemma 1 is complete. \qed

3. Derivation of inequality (1.7)

First, consider the simplest case in which $A$ has no eigenvalues. Then, as follows from Lemma 2 below, $\Delta^+(x) \neq 0$ for $x < \infty$. Next, we state a general assumption:

*If the operator $A$ has no eigenvalues lying on the continuous spectrum $[\infty, \infty)$, then $\Delta^+(x) \neq 0$ for all $x \in [\infty, \infty)$.*

Thus, in our case, $\Delta^+(x) \neq 0$ for all $x \in \mathbb{R}$.

Now consider the Banach algebra $J$ (see [14]) of continuous functions $f(\cdot)$ defined on the extended real line $(-\infty, \infty) \cup \{\infty\}$ and representable in the form

$$f(x) = c + \varphi(x),$$

where $c = f(\infty)$ is a constant and the Fourier transform $\widetilde{\varphi}(\cdot)$ of the function $\varphi(\cdot)$ is integrable,

$$\widetilde{\varphi}(\cdot) \in L_1(\mathbb{R}).$$

The norm $\|f\|_J$ is defined by the formula

$$\|f\|_J = |c| + \|\widetilde{\varphi}\|_{L_1(\mathbb{R})}.$$

Next, let $M$ be the following ideal in $J$:

$$M = \{f \in J \mid f(\infty) = 0\}.$$

It follows from (2.16a) and (2.16b) that $I^+(q, \cdot) \in M$ for each $q$ and that $J^+(\cdot) \in M$. Thus, $\Delta^+ = 1 + J^+ \in J$, and the function $\Delta^+$ vanishes nowhere. By the well-known
Wiener–Gelfand theorem (see [13]), there exists a reciprocal function \((\Delta^+)^{-1} \in \mathcal{J}\), and 
\((\Delta^+)^{-1} = 1 + \widehat{J}\), where \(\widehat{J} \in \mathcal{M}\). We see that

\[
R(q, x) := \frac{I^+(q, x)}{\Delta^+(x)} = (1 + \widehat{J}(x))I^+(q, x) = I^+(q, x) + \widehat{J}(x)I^+(q, x) \in \mathcal{M}
\]

and the Fourier transform of \(R(q, x)\) admits the estimate

\[
|\tilde{R}(t, x)| \leq \frac{C}{(q^2 + 1)^d} \cdot (l(t) + (k * l)(t)),
\]

where \(k\) is the Fourier transform of \(\widehat{J}\) and \(*\) stands for the convolution of two functions. Since \(k \ast l\) is integrable on \((0, \infty)\), it readily follows from (3.2) that (1.7) holds.

Now consider the general case in which \(A\) has eigenvalues \(\{\lambda_j\}_{j=1}^k, |\lambda_1| \geq |\lambda_2| \geq \cdots \geq |\lambda_k|\), and the corresponding eigenfunctions \(\{\varphi_j\}_{j=1}^k\). Then the function \(\Delta^+(x)\) has zeros on the half-line \((-\infty, \infty)\), and the ratio \(R(q, x)\) may have singularities in general. However, we shall show that there are no such singularities for \(g \in \mathcal{H}\). First, we prove the following lemma.

**Lemma 2.** A real number \(\lambda_0 < \infty\) is an eigenvalue of \(A\) if and only if \(\Delta^+(\lambda_0) = 0\). The multiplicity of the zero \(\lambda_0\) coincides with the dimension of the eigenspace \(E_{\lambda_0} \subset L_2(\mathbb{R}^d)\) corresponding to this eigenvalue.

**Proof.** Suppose that \(\lambda_0 \in (-\infty, \infty)\) is not a zero of \(\Delta^+(x)\). Then formula (2.1) shows that the resolvent \(R_A(\lambda_0)\) is defined, and hence \(\lambda_0\) cannot be an eigenvalue. Thus, every eigenvalue \(\lambda < \infty\) of \(A\) is a zero of \(\Delta^+(x)\).

To prove the converse, for each real \(\lambda < \infty\) consider two integral operators \(K_1(\lambda)\) and \(K_2(\lambda)\) with kernels

\[
K_1(q, p; \lambda) = \frac{D(q, p)}{\omega(p) - \lambda}\quad \text{and} \quad K_2(q, p; \lambda) = \frac{D(q, p)}{\sqrt{\omega(q) - \lambda}(\omega(p) - \lambda)},
\]

respectively. Since the function \(D(q, p)\) is smooth and rapidly decays at infinity, it follows that \(K_2(\lambda)\) is a selfadjoint trace class operator (see [15]). Let \(\{\mu_s(\lambda)\}_{s=1}^\infty\) and \(\{\psi_s(q; \lambda)\}_{s=1}^\infty\) be the sequences of its eigenvalues numbered in descending order of absolute values and the corresponding normalized eigenfunctions, respectively. We use the representation

\[
K_2(q, p; \lambda) = \sum_j \mu_j(\lambda)\bar{\psi}_j(q; \lambda)\psi_j(p; \lambda)
\]

and the fact that the operators \(K_1(\lambda)\) and \(K_2(\lambda)\) are similar to write out the following chain of equalities:

\[
\Delta(\lambda; K_2(\lambda)) = \sum_{\{j_s\}_{s=1}^k} \prod_{s=1}^k \mu_j(\lambda) = \prod_j (1 + \mu_j(\lambda)) = \Delta(\lambda; K_1(\lambda)),
\]

where the \(\Delta(\lambda; K_i(\lambda)), i = 1, 2\), are the Fredholm determinants computed by Fredholm’s well-known formulas (see [8]) for the operators \(E + K_i(\lambda)\); as is seen from (2.3), one has \(\Delta(\lambda; K_1(\lambda)) = \Delta^+(\lambda)\) for \(\lambda < \infty\). It follows from the representation (3.3) that the equation \(\Delta^+(\lambda_0) = 0\) is equivalent to the fact that one or several eigenvalues satisfy \(\mu_s(\lambda_0) = -1\). Since the \(\mu_s\) decay to zero with increasing \(s\), it follows that there exist finitely many (say, \(m(\lambda_0)\)) such eigenvalues. It is easy to obtain

\[
\mu_s'(\lambda)|_{\lambda=\lambda_0} = \int \int \frac{dK_2(q, p; \lambda)}{d\lambda}\bigg|_{\lambda=\lambda_0} \psi_s(q; \lambda_0)\bar{\psi}_s(p; \lambda_0) dq dp
\]
for \( \lambda_0 \) and \( s \) such that \( \mu_s(\lambda_0) = -1 \); from this, we readily find that

\[
\mu'_s(\lambda_0) = - \int_{\mathbb{R}^d} \frac{|\psi_s(q; \lambda_0)|^2}{\omega(q) - \lambda_0} \, dq < 0.
\]

Thus, in a small neighborhood \( U(\lambda_0) \) of \( \lambda_0 \) one has

\[
1 + \mu_s(\lambda) = -C_s(\lambda)(\lambda - \lambda_0),
\]

where \( C_s(\lambda) > 0 \). We see that

\[
\Delta^+(\lambda) = (\lambda - \lambda_0)^m(\lambda_0)b(\lambda)
\]

in the same neighborhood, where \( b(\lambda) \neq 0 \) for \( \lambda \in U(\lambda_0) \). Finally,

\[
\Delta^+(\lambda) = \prod_j (\lambda - \lambda_j) v(\lambda),
\]

where \( v(\lambda) \neq 0 \) for any \( \lambda \) and the product \( \prod_j \) is taken over the set \( \{\lambda_j\} \) of all zeros of \( \Delta^+ \) (with regard for their multiplicities). In what follows, we give a closed-form expression for \( v(\lambda) \), which implies that \( v \in \mathcal{M} \).

Next, since

\[
K_2(\lambda_0)\psi_s + \psi_s = 0
\]

(for the corresponding \( \psi_s \), whose number is equal to \( m(\lambda_0) \)) and

\[
K_2(q, p; \lambda_0) = K_1(q, p; \lambda_0) \sqrt{\frac{\omega(q) - \lambda_0}{\omega(p) - \lambda_0}},
\]

it follows that the function

\[
\varphi_s(q) = \frac{\psi_s(q)}{\sqrt{\omega(q) - \lambda_0}}
\]

is an eigenfunction of \( A \) corresponding to the eigenvalue \( \lambda_0 \); i.e., the dimension of the eigenspace \( E(\lambda_0) \) is \( m(\lambda_0) \). The proof of Lemma 2 is complete.

It turns out that, for \( g \in \mathcal{H} \), the function \( I^+(q, x) \) admits an expansion similar to (3.5) as well.

**Lemma 3.** If the function \( \Delta^+ \) has zeros \( \{\lambda_j\} \) with \( \lambda_j < \infty \), then the representations

\[
\Delta^+(x) = \prod_{j=1}^{k} (x - \lambda_j) v(x)
\]

hold and, for \( g \in \mathcal{H} \), one has

\[
I^+(q, x) = \prod_{j=1}^{k} (x - \lambda_j) I'(q, x),
\]

where \( v(\cdot) \) and \( I'(q, \cdot) \) (for each \( q \)) belong to the ideal \( \mathcal{M} \) of the algebra \( \mathcal{J} \) and \( v(x) \) vanishes nowhere. The Fourier transform \( \hat{I}(q, t) \) admits an estimate similar to (2.16a).

Prior to proving this lemma, let us derive inequality (1.7) from it. Note that the ratio (3.1) can be represented as

\[
R(q, x) = \frac{I^+(q, x)}{\Delta^+(x)} = \frac{I'(q, x)}{v(x)}.
\]

However, to apply the Wiener–Gelfand theorem to this ratio in the same way as above, we should multiply the numerator and denominator in (3.7) by a continuous nowhere vanishing function \( H(x) \) such that the following conditions are satisfied:
1. For each $q$, the function $W(q, x) := H(x)I'(q, x)$ lies in $\mathcal{M}$, and its Fourier transform $\hat{W}(q, t)$ satisfies the estimate (2.16a).

2. The function $S(x) := H(x)v(x)$ lies in $\mathcal{J}$ and vanishes nowhere. (In particular, $S(\infty) \neq 0$.)

In this case, the above argument related to the Wiener–Gelfand theorem applies to the ratio $R(q, x) = \frac{W(q, x)}{S(x)}$, and we arrive at inequality (1.7).

Let us proceed to the construction of the function $H$. Let $G(z) = \nu \int_a^b \frac{(t-a)^4(b-t)^4}{z-t} dt$, $z \in \mathbb{C} \setminus [a, b]$, where $\nu > 0$ is a real parameter, the interval $(a, b)$ lies to the left of $\mathcal{X}$ and contains all zeros $\{\lambda_j\}$ of $\Delta^+ + 1$. Obviously, the function $G(z)$ is analytic in the domain $\mathbb{C} \setminus [a, b]$, and there exists a limit

$$G^+ = \lim_{\varepsilon \downarrow 0} G(x + i\varepsilon).$$

We readily find that $G^+ \in \mathcal{M}$. Set

$$H(x) = G^+(x) + \prod_{j=1}^k (x - \lambda_j),$$

where the product $\prod_j$ is the same as in (3.6a). Let us show that $H(x) \neq 0$ for any $x$. Indeed,

1. $x \geq b \Rightarrow H(x) > 0$.
2. $a < x < b \Rightarrow \text{Im}H(x) \neq 0$.
3. $x \leq a$ and $k$ is odd $\Rightarrow H(x) < 0$.
4. $x \leq a$, $k$ is even, and $\nu > 0$ is sufficiently small $\Rightarrow H(x) > 0$.

The function $S(x) = H(x)v(x) = G^+(x)v(x) + \Delta^+(x)$ belongs to $\mathcal{J}$ and vanishes nowhere. (In particular, $S(\infty) = 1$.) Thus, $S^{-1}(x) \in \mathcal{J}$ by the Wiener–Gelfand theorem. Next, $W(q, x) = H(x)I'(q, x) = G^+(x)I'(q, x) + I^+(q, x) \in \mathcal{M}$ for every $q$, and the Fourier transform $\hat{W}(q, t)$ of $W(q, x)$ satisfies the estimate (2.16a). Thus, the two conditions preceding the construction of $H$ are satisfied, and we know that these conditions imply inequality (1.7).

4. PROOF OF LEMMA 3

Let $\varphi_1, \ldots, \varphi_s$, $s \leq k$, be an orthonormal set of eigenfunctions of $A$, and let $\lambda_1, \ldots, \lambda_s$ be the corresponding eigenvalues. We introduce the kernel

$$L_s(t_1, t_2) = D(t_1, t_2) + \sum_{i=1}^s (\omega(t_2) - \lambda_i)\varphi_i(t_1)\varphi_i(t_2)$$

and note that

$$\int_{\mathbb{R}^d} L_s(t_1, t_2)\varphi_i(t_1) dt_1 = 0$$

for each $i = 1, \ldots, s$. 
The determinant $\Delta(z)$ admits the representation

\[
\Delta(z) = \prod_{j=1}^{s} (\lambda_j - z)^{-1} \sum_{n=1}^{\infty} \frac{1}{n!} \int_{(\mathbb{R}^d)^n} \prod_{i=1}^{n} dt_i / \prod_{i=1}^{n} (\omega(t_i) - z) \times \sum_{j_1, \ldots, j_s} L_s(t_1, t_1) \cdots \varphi_1(t_1) \cdots \varphi_j(t_1) \cdots L_s(t_1, t_n) \cdots \varphi_1(t_n) \cdots \varphi_s(t_n) \cdots L_s(t_n, t_1) \cdots \varphi_1(t_n) \cdots \varphi_s(t_n) \cdots L_s(t_n, t_n) \prod_{m=1}^{s} \varphi_m(t_{j_m}).
\]

In this determinant, $s$ columns with numbers $j_1, \ldots, j_s$ have the form

\[
(\varphi_m(t_1), \ldots, \varphi_m(t_n))^\top, \quad m = 1, \ldots, s,
\]

and the entries in the remaining columns are occupied by the kernel $L_s(t_i, t_l)$, where $l \neq j_m$ for any $m$. The inner sum $\sum_{j_1, \ldots, j_s}$ is taken over all arrangements of $s$ numbered columns in $n$ places.

Formula (4.2) can be derived by induction on $s$. We start from $s = 1$. Then

\[
\int_{(\mathbb{R}^d)^n} \frac{\prod_{i=1}^{n} dt_i}{\prod_{i=1}^{n} (\omega(t_i) - z)} \begin{vmatrix} D(t_1, t_1) & \cdots & D(t_1, t_n) \\ \vdots & \ddots & \vdots \\ D(t_n, t_1) & \cdots & D(t_n, t_n) \end{vmatrix} = \int_{(\mathbb{R}^d)^n} \frac{\prod_{i=1}^{n} dt_i}{\prod_{i=1}^{n} (\omega(t_i) - z)} \times \begin{vmatrix} L_1(t_1, t_1) - (\omega(t_1) - \lambda_1)\varphi_1(t_1) \varphi_1(t_1) & \cdots & L_1(t_1, t_n) - (\omega(t_n) - \lambda_1)\varphi_1(t_1) \varphi_1(t_n) \\ L_1(t_2, t_1) - (\omega(t_1) - \lambda_1)\varphi_1(t_2) \varphi_1(t_1) & \cdots & L_1(t_2, t_n) - (\omega(t_n) - \lambda_1)\varphi_1(t_2) \varphi_1(t_n) \\ \vdots & \ddots & \vdots \\ L_1(t_n, t_1) - (\omega(t_1) - \lambda_1)\varphi_1(t_n) \varphi_1(t_1) & \cdots & L_1(t_n, t_n) - (\omega(t_n) - \lambda_1)\varphi_1(t_n) \varphi_1(t_n) \end{vmatrix}
\]

\[
= R_n - \int_{(\mathbb{R}^d)^n} \sum_{j=1}^{n} \prod_{i=1}^{n} dt_i \frac{\prod_{i=1}^{n} (\omega(t_i) - z)}{\prod_{j \neq i}^{n} (\omega(t_i) - z)} \times \begin{vmatrix} L_1(t_1, t_1) & \cdots & L_1(t_1, t_n) \\ L_1(t_2, t_1) & \cdots & L_1(t_2, t_n) \\ \vdots & \ddots & \vdots \\ L_1(t_n, t_1) & \cdots & L_1(t_n, t_n) \end{vmatrix} \frac{(\omega(t_j) - \lambda_1)\varphi_1(t_j)}{\omega(t_j) - z}.
\]

In the last determinant, all columns but the $j$th are occupied by $L_1$, and $R_n$ stands for the integral

\[
R_n = \int_{(\mathbb{R}^d)^n} \prod_{i=1}^{n} dt_i \frac{1}{\prod_{i=1}^{n} (\omega(t_i) - z)} \begin{vmatrix} L_1(t_1, t_1) & \cdots & L_1(t_1, t_n) \\ L_1(t_2, t_1) & \cdots & L_1(t_2, t_n) \\ \vdots & \ddots & \vdots \\ L_1(t_n, t_1) & \cdots & L_1(t_n, t_n) \end{vmatrix}.
\]

We represent the last factor in (4.3) in the form

\[
\frac{(\omega(t_j) - \lambda_1)\varphi_1(t_j)}{\omega(t_j) - z} = \left(1 + \frac{z - \lambda_1}{\omega(t_j) - z}\right)\varphi_1(t_j).
\]
and write out each term of the sum on the right-hand side in (4.3) in the form of two
summands,

\[
(4.5) \quad (z - \lambda_1) \int_{(\mathbb{R}^d)^n} \prod_i dt_i \prod_i (\omega(t_i) - z) \times 
\begin{bmatrix}
L_1(t_1, t_1) & \ldots & \varphi_1(t_1) & \ldots & L_1(t_1, t_n) \\
L_1(t_2, t_1) & \ldots & \varphi_1(t_2) & \ldots & L_1(t_2, t_n) \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
L_1(t_n, t_1) & \ldots & \varphi_1(t_n) & \ldots & L_1(t_n, t_n)
\end{bmatrix}
\varphi_1(t_j)
\]

\[+ \int_{(\mathbb{R}^d)^n} \prod_i dt_i \prod_{i \neq j} (\omega(t_i) - z) \times 
\begin{bmatrix}
L_1(t_1, t_1) & \ldots & \varphi_1(t_1) & \ldots & L_1(t_1, t_n) \\
L_1(t_2, t_1) & \ldots & \varphi_1(t_2) & \ldots & L_1(t_2, t_n) \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
L_1(t_n, t_1) & \ldots & \varphi_1(t_n) & \ldots & L_1(t_n, t_n)
\end{bmatrix}
\varphi_1(t_j)
\]

We expand the determinant in the second term in (4.5) in the entries of the jth column
(\varphi_1(t_1), \ldots, \varphi_1(t_n))^\top and obtain the sum

\[
(4.6) \quad \sum_{k=1}^n A_{kj} \varphi_1(t_k) \varphi_1(t_j),
\]

where \( A_{kj} \) is the cofactor of the \((k, j)\)th entry. Since \( A_{jj} \), as well as the factor
\( \prod_{i \neq j} (\omega(t_j) - z)^{-1} \) multiplying the determinant, is independent of the variable \( t_j \),
we can compute the integral with respect to \( t_j \),

\[
(4.7) \quad \int_{\mathbb{R}^d} \varphi_1(t_j) \varphi_1(t_j) A_{jj} dt_j = A_{jj},
\]

and obviously

\[
(4.8) \quad \int_{(\mathbb{R}^d)^n-1} \prod_{i \neq j} (\omega(t_i) - z) A_{jj} = R_{n-1}.
\]

For the remaining integrals, we have

\[
(4.9) \quad \int_{\mathbb{R}^d} \varphi_1(t_k) \varphi_1(t_j) A_{kj} dt_j = 0 \quad \text{for } k \neq j.
\]

Indeed, each term in the complete expansion of \( A_{kj} \) in a sum of products of its entries
contains exactly one entry of the jth column, namely, \( L_1(t_j, t_m) \). Since

\[
\int_{\mathbb{R}^d} L_1(t, t_m) \varphi_1(t_j) dt_j = 0,
\]

we arrive at (4.9).

Thus, the expression on the left-hand side in (4.3) finally becomes

\[
R_n - nR_{n-1} - (z - \lambda_1)
\]

\[
\times \sum_{j=1}^n \int_{(\mathbb{R}^d)^n} \prod_i dt_i \prod_i (\omega(t_i) - z) \times 
\begin{bmatrix}
L_1(t_1, t_1) & \ldots & \varphi_1(t_1) & \ldots & L_1(t_1, t_n) \\
L_1(t_2, t_1) & \ldots & \varphi_1(t_2) & \ldots & L_1(t_2, t_n) \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
L_1(t_n, t_1) & \ldots & \varphi_1(t_n) & \ldots & L_1(t_n, t_n)
\end{bmatrix}
\varphi_1(t_j).
\]

By substituting this expression for each \( n \geq 1 \) into (2.3) and by taking into account the
fact that \( R_0 = 1 \), we obtain (4.2) for \( s = 1 \).

If formula (4.2) holds for some set \( \{ \varphi_1, \ldots, \varphi_s \} \) of \( s \) eigenfunctions of \( A \),
then we supplement this set by another eigenfunction \( \varphi_{s+1} \), replace \( L_s(t_1, t_2) \) by

\[
L_{s+1}(t_1, t_2) - (\omega(t_2) - \lambda_{s+1}) \varphi_{s+1}(t_1) \varphi_{s+1}(t_2)
\]

everywhere in (4.2), and, after some computations similar to those given above, arrive
at the same formula (4.2) for the augmented set \( \{ \varphi_j \}_{j=1}^{s+1} \). Finally, for \( s = k \) we arrive at
the representation (3.6a), in which
we arrive at (2.18).

Hence this transform is equal to the convolution (2.16a) and hence belongs to the ideal $\mathcal{M}$, as in the case of the function $v$ that occurs in formula (4.2) (for $s = k$) after the factor $\prod_{j=1}^{k} (\omega + \theta_j - \omega_j)$. By the same argument as in the derivation of the estimate (2.16a) in Section 2, we readily prove that $v \in \mathcal{M}$.

The representation (3.6b) for $I^\dagger(q, x)$ (under the condition $g \in \mathcal{H}$) can be obtained from the formula

\[
I(q, z) = \prod_{j=1}^{k} (\omega_j - \omega) \sum_{n=k}^{\infty} \frac{1}{n!} \int_{(R^d)^{n+2}} D(q, p) g(t_0) \prod_{i=0}^{n} dt_i dp \\
\times \sum_{j_1, \ldots, j_k} \begin{vmatrix}
L_k(p, p) & \varphi_1(p) & \varphi_k(p) & L_k(p, t_n) \\
L_k(t_0, p) & \varphi_1(t_0) & \varphi_k(t_0) & L_k(t_0, t_n) \\
L_k(t_1, p) & \varphi_1(t_1) & \varphi_k(t_1) & L_k(t_1, t_n) \\
L_k(t_n, p) & \varphi_1(t_n) & \varphi_k(t_n) & L_k(t_n, t_n)
\end{vmatrix}
\prod_{m=1}^{k} \varphi_m(t_m),
\]

where the sum $\sum_{j_1, \ldots, j_k}$ is taken over all arrangements of $k$ columns in $n + 2$ places.

Thus, we arrive at the representation (3.6b), where the function $I'(q, z)$ coincides (up to the sign $(-1)^k$) with the sum occurring after the product $\prod_{j=1}^{k} (\omega_j - \omega)$ in (4.10). Just as in the case of the function $v$, one can prove that $I'(q, x)$ satisfies an estimate similar to (2.16a) and hence belongs to the ideal $\mathcal{M}$ for each $q$. The proof of Lemma 3 is complete.

**APPENDIX A**

To obtain the representation (2.18), note that the inner integral in (2.17) is the Fourier transform of the product

\[
M_n(x_1, \ldots, x_n) \cdot \prod_{j=1}^{n} \delta(x - x_j),
\]

where

\[
M_n(x_1, \ldots, x_n) = \int_{(R^d)^{n}} G_n(s_1, \ldots, s_n) \prod_j ds_j.
\]

Hence this transform is equal to the convolution

\[\tilde{M}_n(\tau_1, \ldots, \tau_n) = \prod_{j} e^{-i(t_j - \tau_j)x} \prod_{j} d\tau_j,\]

where

\[\tilde{M}_n(\tau_1, \ldots, \tau_n) = \int_{(R^d)^{n}} \prod_{j} e^{-i\tau_j x} \prod_{j} dx_j \int_{(R^d)^{n}} \prod_{j} ds_j \frac{G_n(s_1, \ldots, s_n)}{\prod_j (\omega_j - x_j - i0)} \]

\[= \prod_{j=1}^{n} (2\pi i \theta_j) \int_{(R^d)^{n}} \prod_{j=1}^{n} e^{-i \tau_j \omega(s_j)} G_n(s_1, \ldots, s_n) \prod_{j=1}^{n} ds_j = S_n(\tau_1, \ldots, \tau_n).
\]

Here we have used the identity [4]

\[\int_{-\infty}^{\infty} e^{-ix} \frac{e^{-i\tau x}}{\omega(s) - x - i0} dx = 2\pi i \theta(\tau) e^{-i\tau \omega(s)}.
\]

By integrating (A.1) with respect to $x$ and by using the identity

\[\int_{-\infty}^{\infty} e^{-i(s, \tau_j) x} dx = 2\pi \delta\left(t - \sum_j \tau_j\right),\]

we arrive at (2.18).
Here we present a derivation of the estimate (2.19).

First, consider the integral

\[ \int_{\mathbb{R}^d} e^{-i \tau \omega(s)} f(s) \, ds, \tag{B.1} \]

where \( f \in S(\mathbb{R}^d) \). By the argument usually invoked when finding the asymptotics of oscillatory integrals by the stationary phase method (e.g., see [12]), we find that the integral (B.1) admits the estimate

\[ \left| \int_{\mathbb{R}^d} e^{-i \tau \omega(s)} f(s) \, ds \right| \leq \frac{1}{(|\tau| + 1)^{d/2}} \left( B_1 |f(0)| + B_2 \max_{s, |\alpha| \leq m} |(\partial^\alpha f)(s)| \cdot \frac{1}{|\tau| + 1} \right. \]

\[ \left. + B_3 \int_{\mathbb{R}^d} \max_{|\alpha| \leq (3/2) + 1} |(\partial^\alpha f)(s)| \, ds \cdot \frac{1}{(|\tau| + 1)^1/2} \right). \]

Here \( B_1 > 0, B_2 > 0, \) and \( B_3 > 0 \) are constants depending on the function \( \omega, m \) is an absolute constant, \( |\alpha| = \max_i \alpha_i, \) and \( \alpha = (\alpha_1, \ldots, \alpha_d) \).

In a similar way, we estimate the multiple oscillatory integral

\[ I_n(\{\tau_j\}_1^n) = \int_{(\mathbb{R}^d)^n} G_n(s_1, \ldots, s_n) \prod_j e^{-i \tau_j \omega(s_j)} \prod_j ds_j. \tag{B.2} \]

Namely,

\[ I_n(\{\tau_j\}_1^n) \leq \frac{1}{\prod_j (|\tau_j| + 1)^{d/2}} \sum_{\theta_1, \theta_2, \theta_3} B_1^{\theta_1} B_2^{\theta_2} B_3^{\theta_3} \int_{(\mathbb{R}^d)^{\theta_3}} \prod_j ds_j \]

\[ \times \max_{s_j, |\alpha_j| \leq m, j \in \theta_2, |\alpha_j| \leq (3/2) + 1, j \in \theta_3} \left| \prod_j \partial_{s_j}^{\alpha_j} \prod_j \theta_j G_n(\{s_j = 0, j \in \theta_1\}, \{s_j, j \in \theta_2 \cup \theta_3\}) \right| \]

\[ \times \prod_{j \in \theta_2} \frac{1}{(|\tau_j| + 1)} \prod_{j \in \theta_3} \frac{1}{(|\tau_j| + 1)^{1/2}}. \tag{B.3} \]

Here the sum \( \sum_{\theta_1, \theta_2, \theta_3} \) is taken over all partitions of the indexing set \( \{1, \ldots, n\} \) into three subsets \( \theta_i, i = 1, 2, 3 \) (possibly, empty). Note that since the determinant \( G_n(s_1, \ldots, s_n) \) vanishes whenever two of the variables coincide, it follows that \( |\theta_i| \leq 1 \).

We introduce the function

\[ \Delta_n \begin{pmatrix} r_1, \ldots, r_n \\ q_1, \ldots, q_n \end{pmatrix} = \begin{vmatrix} D(r_1, q_1) & D(r_1, q_2) & \cdots & D(r_1, q_n) \\ D(r_2, q_1) & D(r_2, q_2) & \cdots & D(r_2, q_n) \\ \cdots & \cdots & \cdots & \cdots \\ D(r_n, q_1) & D(r_n, q_2) & \cdots & D(r_n, q_n) \end{vmatrix} \]

of \( 2n \) variables \( (r_1, \ldots, r_n) \) and \( (q_1, \ldots, q_n) \). Obviously,

\[ G_n(s_1, \ldots, s_n) = \Delta_n \begin{pmatrix} r_1, \ldots, r_n \\ q_1, \ldots, q_n \end{pmatrix} \bigg|_{r_j = q_j = s_j, j = 1, n}. \]

If \( f(r, q) \) is a function of two variables \( r, q \in \mathbb{R}^d \) and \( F(s) = f(r, q)|_{r = q = s} \), then

\[ (\partial^\alpha_r \partial^\beta_q F)(s) = \sum_{\gamma} \frac{1}{\gamma!} \frac{1}{\alpha!} (\partial^\beta_r \partial^\gamma_q f)(r, q)|_{r = q = s}, \]

where \( \alpha, \beta, \gamma \) are multiindices.
where

$$\alpha! = \prod_{i=1}^{d} \alpha_i!$$

for any multi-index \( \alpha = (\alpha_1, \ldots, \alpha_d) \).

Thus,

\[
(B.4) \quad \left( \prod_{j \in \theta_3} \partial_{s}^{\alpha_j} \prod_{j \in \theta_2} \partial_{s}^{\alpha_j} G_n \right) \left( \{s_j = 0, j \in \theta_1\}, \{s_j, j \in \theta_2 \cup \theta_3\} \right)
= \prod_{j \in \theta_3} \sum_{\beta_j + \gamma_j = \alpha_j} \frac{1}{\beta_j! \gamma_j!} \prod_{j \in \theta_2} \sum_{\beta_j + \gamma_j = \alpha_j} \frac{1}{\beta_j! \gamma_j!} \times \left( \prod_{j \in \theta_3} \partial_{s}^{\beta_j} \partial_{q}^{\gamma_j} \prod_{j \in \theta_2} \partial_{s}^{\beta_j} \partial_{q}^{\gamma_j} \Delta_n \left( \{r_j = 0\}, \{q_j = 0\} \right) \right) \right|_{r_j = q_j = s_j}.
\]

The expression in braces is the determinant of the matrix \( \Gamma = (\Gamma_{j,j'})_{j,j' = 1, n} \) whose entries are given in the following table:

<table>
<thead>
<tr>
<th>( \Gamma_{j,j'} )</th>
<th>( j' \in \theta_1 )</th>
<th>( j' \in \theta_2 )</th>
<th>( j' \in \theta_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( j \in \theta_1 )</td>
<td>( D(0,0) )</td>
<td>( (\partial_{q}^{\gamma_j} D)(0,q_j) )</td>
<td>( (\partial_{q}^{\gamma_j} D)(0,q_j) )</td>
</tr>
<tr>
<td>( j \in \theta_2 )</td>
<td>( (\partial_{q}^{\gamma_j} D)(0,r_j) )</td>
<td>( (\partial_{q}^{\gamma_j} D)(r_j, q_j) )</td>
<td>( (\partial_{q}^{\gamma_j} D)(r_j, q_j) )</td>
</tr>
<tr>
<td>( j \in \theta_3 )</td>
<td>( (\partial_{q}^{\gamma_j} D)(r_j, q_j) )</td>
<td>( (\partial_{q}^{\gamma_j} D)(r_j, q_j) )</td>
<td>( (\partial_{q}^{\gamma_j} D)(r_j, q_j) )</td>
</tr>
</tbody>
</table>

Set

\[
\max_{r,q \in \mathbb{R}^d} \max_{\beta,|\beta| < \kappa, \gamma, |\gamma| < \kappa} \ |(\partial_{q}^{\gamma_j} D)(r,q)| = R, \quad \max_{r,q \in \mathbb{R}^d} \max_{\beta,|\beta| < \kappa, \gamma, |\gamma| < \kappa} \ |(\partial_{q}^{\gamma_j} D)(r,q)(q^2 + 1)^{d}| = S,
\]

where \( \kappa = \max \{m, [d/2] + 1\} \).

By using Hadamard’s inequality \( \[9\] \), we obtain

\[
|\det \Gamma| \leq R^{\theta_1_1 + \theta_2_1} S^{\theta_3_1} n^{n/2} \prod_{j \in \theta_3} \frac{1}{(q_j^2 + 1)^d}.
\]

Since

\[
\sum_{\beta + \gamma = \alpha} \frac{1}{\beta! \gamma!} = \frac{1}{\alpha!} \sum_{\beta + \gamma = \alpha} \frac{1}{\beta! \gamma!} = \frac{1}{\alpha!} 2^{\alpha_1 + \ldots + \alpha_d} \leq 2^d,
\]

we find that the absolute value of the expression (B.4) does not exceed

\[
2^{d(\theta_2_1 + \theta_3_1)} R^{\theta_1_1 + \theta_2_1} S^{\theta_3_1} n^{n/2} \prod_{j \in \theta_3} \frac{1}{(q_j^2 + 1)^d}.
\]

By substituting this estimate into (B.3) and by integrating over the variables \( \{s_j = q_j, j \in \theta_3\} \), we obtain

\[
I_{\alpha}(\{\tau_j\}_1^n) \leq \frac{n^{n/2}}{\prod_j (|\tau_j| + 1)^{d/2}} \sum_{\theta_1, \theta_2, \theta_3} B_1^{\theta_1} B_2^{\theta_2} B_3^{\theta_3} 2^{d(\theta_2_1 + \theta_3_1)} R^{\theta_1_1 + \theta_2_1} S^{\theta_3_1} T^{\theta_3_1}
\]

\[
\leq \frac{n^{n/2}}{\prod_j (|\tau_j| + 1)^{d/2}} \cdot \tilde{C}^m \cdot (\text{the number of partitions } (\theta_1, \theta_2, \theta_3)).
\]
Here
\[ T = \int_{\mathbb{R}^d} \frac{ds}{(s^2 + 1)^d} \quad \text{and} \quad \hat{C} = \max\{B_1, B_2, B_3, 2^d R, ST\}. \]

Since the number of partitions \((\theta_1, \theta_2, \theta_3)\) of the set \(\{1, \ldots, n\}\) does not exceed \(3^n\), we arrive at the estimate
\[ I_n(\{\tau_j\}) \leq \frac{n^{n/2}}{\prod_{j=1}^n (|\tau_j| + 1)^{d/2}} \cdot (3\hat{C})^n, \]
which gives (2.19).
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