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Abstract. We obtain a strong asymptotic formula for the leading coefficient \( \alpha_n(n) \) of a degree \( n \) polynomial \( q_n(z; n) \) orthonormal on a system of intervals on the real line with respect to a varying weight. The weight depends on \( n \) as \( e^{-2nQ(x)} \), where \( Q(x) \) is a polynomial and corresponds to the “hard-edge case”. The formula in Theorem 1 is quite similar to Widom’s classical formula for a weight independent of \( n \). In some sense, Widom’s formulas are still true for a varying weight and are thus universal. As a consequence of the asymptotic formula we have that \( \alpha_n(n)e^{-nwQ} \) oscillates as \( n \to \infty \) and, in a typical case, fills an interval (here \( wQ \) is the equilibrium constant in the external field \( Q \)).

1. Introduction

1.1. Let \( Q(x) = x^{2m} + \ldots \) be a monic real polynomial of even degree \( 2m \); henceforth \( Q \) will play the role of an “external field” (more precisely, a potential of an external field) in a standard potential-theoretic equilibrium problem.

We consider in the class \( M_1(\mathbb{R}) \) of unit (positive Borel) measures \( \mu \) with support \( \text{Supp} \mu \) on the real line \( \mathbb{R} \), the following standard potential-theoretic equilibrium problem for the logarithmic potential \( V^\mu(x) = -\int \log |x - t| \, d\mu(t) \) with external field \( Q(x) \) (see [20] formulas (27), (28)], [38], [39], [21], as well as [29], [10], [12], [4]): find a measure \( \lambda \in M_1(\mathbb{R}) \) such that

\[
V^\lambda(x) + Q(x) \equiv w_Q, \quad x \in S, \quad S = \text{Supp} \lambda, \quad w_Q \geq w_Q, \quad x \in \mathbb{R} \setminus S.
\]

There is a unique measure \( \lambda = \lambda_Q \in M_1(\mathbb{R}) \) satisfying (1); \( \lambda \) is called the equilibrium measure and \( w_Q \) is called the equilibrium constant. The equilibrium conditions (1) completely determine \( \lambda \) (in the given class \( M_1(\mathbb{R}) \)) and the remaining unknown parameters of the problem: the support \( S = S(Q) \) of \( \lambda \) and the equilibrium constant \( w_Q \).

It is well-known (see [21], as well as [22] below) that the equilibrium measure \( \lambda \) is a unique extremal measure, namely the (unique) solution of the following extremal problem:

\[
I_Q(\lambda) = \min_{\mu \in M_1(\mathbb{R})} I_Q(\mu),
\]

where the energy functional \( I_Q \) is of the form

\[
I_Q(\mu) := \int_{\mathbb{R}} V^\mu(x) \, d\mu(x) + 2 \int_{\mathbb{R}} Q(x) \, d\mu(x).
\]

It is known (see [12], [13]) that for a polynomial potential \( Q(x) \) the support \( S \) of the equilibrium measure consists of several (non-intersecting) intervals, \( S = \bigsqcup_{j=1}^p S_j \).
where the function \( h_1 \) is holomorphic and, in the regular case, is different from zero on \( S \) (and therefore on some neighborhood of \( S \)). \( H(z) = H_{2p}(z) := \prod_{j=1}^{2p} (z - s_j) \), and the choice of the branch is such that \( H^{1/2}(z) \sim z^p \) as \( z \to \infty \); by \( H_{1/2}^+(x) \) in [4] and everywhere else we understand the limit values of \( H^{1/2}(z) \) as \( z \to x \in S \) in the upper half-plane.

Let \( P_n(x) = x^n + \ldots \) be a sequence of polynomials defined by the orthogonality conditions

\[
\int_{\mathbb{R}} P_n(x) x^j \varphi_n(x) \, dx = 0, \quad j = 0, \ldots, n - 1,
\]

where \( \varphi_n(x) > 0 \) is a given sequence of weight functions on \( \mathbb{R} \) such that, for each \( n \), each power \( x^k \) is integrable with weight \( \varphi_n \) on \( \mathbb{R} \). The polynomial \( P_n \) minimizes the norm

\[
\left( \int_{\mathbb{R}} |P_n(x)|^2 \varphi_n(x) \, dx \right)^{1/2}
\]

in the class of all degree \( n \) monic polynomials; the distribution of zeroes of such polynomials depends on the asymptotic behavior of the functions \( \varphi_n \) as \( n \to \infty \) (see [21], [22]). Let \( p_n(x) = p_n(x; n) = \gamma_n(n)x^n + \ldots, \gamma_n(n) > 0 \), be the corresponding sequence of orthonormal polynomials:

\[
\int_{\mathbb{R}} |p_n(x)|^2 \varphi_n(x) \, dx = 1, \quad n = 1, 2, \ldots
\]

Now let \( \varphi_n(x) = \exp\{-2nQ(x)\} \), where \( Q(x) = x^{2m} + \ldots \) is the above polynomial potential. Then [21]

\[
|p_n(z; n)|^{1/n} \to e^{w_Q - V^+(z)}, \quad n \to \infty,
\]

locally uniformly (i.e., uniformly on compact subsets) in the domain \( \mathbb{C} \setminus S \). The relation [6] is usually referred to as a weak (or logarithmic) asymptotic formula for the polynomials \( p_n(\cdot; n) \); it implies a weak asymptotic formula for leading coefficients: \( \gamma_n(n)^{1/n} \to e^{w_Q}, \quad n \to \infty \).

In the theory of random matrices (see [34], [12], [35], [17], [33], [41], [26], [47], [6], [7], [16], [5]), the problem of finding strong asymptotic formulas for the polynomials \( p_n(z; n) \) and the coefficients \( \gamma_n(n) \) arises naturally. In the “soft-edge case” such formulas were obtained in [13] formulas (1.63)-(1.65)]. In the present paper we obtain a strong asymptotic formula for the leading coefficient of the orthonormal polynomial in the “hard-edge case”. It turns out that formula [13] is similar to Widom’s classical formula [48 §6, Theorem 6.2] for a weight independent of \( n \) (see also [3], [42], [44]). For a single interval \( E = [-1, 1] \), the “hard-edge case” was studied in [8 Theorem 2]. The results of the present paper generalize the results of [8] to the case of an arbitrary number \( p \geq 2 \) of intervals.

Thus, the main goal of their paper is to find, in the “hard-edge case”, a strong asymptotic formula for the leading coefficients \( \alpha_n(n) \) of the orthonormal polynomials \( q_n(z; n) \) (see [12]). We obtain such a formula in terms of Green’s function \( g(z, \infty) \) for the domain \( D = \mathbb{C} \setminus E \) and a divisor moving on the \( g \)-dimensional torus \( \mathbb{T}^g \) according to the (generalized) Dubrovin equation (cf. [33] (A.2), (A.10)). It turns out that this formula [13] is of the form of Widom’s classical formula [48] in the case of polynomials orthogonal on several intervals with respect to a weight independent of \( n \). It is therefore natural to call it Widom’s formula for the case of varying weight. Notice that formula [13] immediately
provides a qualitative description of the behavior of the leading coefficient \( \alpha_n(n) \): as \( n \to \infty \), the quantity

\[
\alpha_n^2(n) \cdot e^{-2nW_Q}
\]

oscillates near 1 as

\[
\exp\left\{ -\sum_{j=1}^{g} g(z_j(n), \infty) \right\},
\]

and in a “typical” case (see [23]) fills an interval (for details, see Corollary 4.2 below).

1.2. Let us recall the necessary definitions and notation.

Let \( E = \bigsqcup_{j=1}^{p} E_j \), where \( E_j = [e_{2j-1}, e_{2j}] \subset \text{int} \, S_j, \, j = 1, \ldots, p \) (int \( S_j \) is the open interval corresponding to interval \( S_j \)), and \( \lambda = \lambda_{Q,E} \in M_1(E) \) is \( \text{R} \) the (unique) equilibrium measure for the external field \( Q \) with support on \( E \subset \text{int} \, S \):

\[
V^\lambda(x) + Q(x) = w_{Q,E}, \quad x \in E.
\]

The measure \( \lambda = \lambda_{Q,E} \) and only this measure is a solution (in the class \( M_1(E) \)) of the following extremal problem for the energy functional (3):

\[
I_Q(\lambda) = \min_{\nu \in M_1(E)} I_Q(\nu).
\]

Notice that in (4), unlike (2), the minimum of the energy functional (3) is taken over the class of unit measures with supports in \( E \); henceforth, we consider the equilibrium problem (5) only in the class \( M_1(E) \) and, as a rule, we shall omit any mention of \( E \). The equilibrium problem (5) corresponds to the limit case of the external field \( Q : (1/\chi_E) \), where \( \chi_E \) is the characteristic function of \( E \). It is well-known that in this case the equilibrium measure is of the form (cf. (4))

\[
d\lambda(x) = \frac{h_2(x)}{H^{1/2}(x)} \, dx, \quad x \in E,
\]

where the function \( h_2 \) is holomorphic and is different from zero on \( E \):

\[
H(z) = H_{2p}(z) := \prod_{j=1}^{2p} (z - e_j), \quad H^{1/2}(z) \sim z^p \quad \text{as} \quad z \to \infty.
\]

For convenience, denote \( H^{1/2}(z) \) by \( W(z) \). Thus, \( W^2 = \prod_{j=1}^{2p} (z - e_j) \) and \( W(z) \sim z^p \) as \( z \to \infty \).

Suppose we are given a weight

\[
\sigma_n(x) = \frac{i\rho_n(x)}{2\pi W^+(x)} > 0, \quad x \in E, \quad \rho_n(x) := p_g(x)e^{-2nQ(x)},
\]

on \( E \), where \( p_g(x) = x^g + \ldots \) is a fixed polynomial of degree \( g = p - 1 \) which has exactly one root in each gap (i.e., in the interval \( (e_{2j}, e_{2j+1}) \), \( j = 1, \ldots, g \)) (thus, in each gap it changes sign exactly once; this polynomial is of auxiliary nature and is only needed to compensate the change of sign of \( W^+(x)/i \) when passing from \( E_j \) to \( E_{j-1} \)).

Let \( q_n(x; N) = \alpha_n(N)x^n + \ldots, \alpha_n(N) > 0 \), be polynomials orthonormal on \( E \) with respect to \( \sigma_N(x) \):

\[
\int_E q_n(x; N)q_m(x; N)\sigma_N(x) \, dx = \delta_{n,m}.
\]

Recall once more that the main goal of this paper is to study the asymptotics of \( \alpha_n(n) \), i.e., for \( N = n \).

Let \( \mathfrak{R} \) denote the hyperelliptic Riemann surface of genus \( g = p - 1 \) with equation \( W^2 = \prod_{j=1}^{2p} (z - e_j) \). We then have
\textbf{Theorem 1.} Suppose the compact set \( E = \bigcup_{j=1}^{p} [e_{2j-1}, e_{2j}] \subset \text{int } S, \) \( \lambda = \lambda_{Q,E} \in \text{M}_1(E) \) is the equilibrium measure supported on \( E \) for the problem \((9)\) with external field \( Q(x) = x^{2n} + \ldots, \) and \( w_Q \) the corresponding equilibrium constant. Then, for the leading coefficient \( \alpha_n(n) \) of the polynomial \( q_n(x;n) \) orthonormal with respect to \( \sigma_n(x), \) we have the following strong asymptotic formula:

\begin{equation}
\alpha_n(n) = \text{const} \cdot e^{n w_Q} \cdot \exp \left\{ -\frac{1}{2} \sum_{j=1}^{g} g(z_j(n), \infty) \right\} (1 + o(1)), \quad n \to \infty,
\end{equation}

where \( o(1) = O(\delta^n), \delta \in (0, 1), \) and \( \text{const} = \text{const}(E, p_g) \) depends only on the set \( E \) and the auxiliary polynomial \( p_g. \) The points \( z_j(n) = (z_j(n), \pm) \) of the Riemann surface \( \mathcal{R} \) have the property that \( z_j(n) \in [e_{2j}, e_{2j-1}], \ j = 1, \ldots, g, \) and are uniquely determined by a solution of the Jacobi inversion problem

\begin{equation}
\sum_{j=1}^{g} \Omega_k(z_j) \equiv -\sum_{j=1}^{g} \{ n \lambda(E_j) \} B_{kj} + c_k, \quad k = 1, \ldots, g,
\end{equation}

where \( \{ \cdot \} \) denotes the fractional part of the number, the \( c_k \) are some constants (independent of \( n), \) \( \equiv \) denotes congruence modulo the periods of basis abelian differentials \( d\Omega_k \) for \( \mathcal{R}, \) \( \Omega_k \) are the corresponding abelian integrals, and \( \| B_{kj} \| \) is the Riemann matrix for \( \mathcal{R}. \)

We remark that the multiplicative constant in \((13)\) can be computed explicitly.

The proof of Theorem 1 is based on the following result. It turns out that, uniformly on compact subsets \( K \) of the domain \( D = \mathbb{C} \setminus E, \) the asymptotics of the orthonormal polynomials \( q_n(z;n) \) is completely determined in terms of the so-called Nuttall psi-function. A Nuttall psi-function \( \Psi_n(z; \rho) \) is a function defined on the Riemann surface \( \mathcal{R} \) and which is a normalized solution of a Riemann boundary value problem with a multiplicative jump \( \rho(x) \) defined on \( E \) (see Problem 1 in 3.1 below). The next result generalizes the Ahiezer-Nuttall theorem (see \([16, 1, 2, 32, 30]\)) to the case of polynomials orthogonal with respect to a varying weight (compare \((16)\) with \([44] \S 2, 1-3, \text{Theorem 1})].

\textbf{Theorem 2.} Let \( \Psi_n(z) = \Psi_n(z; \rho_n) \) be a normalized solution of the boundary-value Problem 1 for \( n \geq g, q_n(z;n) \) a degree \( n \) polynomial with a positive leading coefficient, orthonormal with respect to the varying weight

\begin{equation}
\rho_n(x) = \frac{i \rho(x)}{2\pi W^+(x)} > 0, \quad x \in E, \quad \rho_n(x) = p_g(x) e^{-2nQ(x)}.
\end{equation}

Then we have a strong asymptotic formula:

\begin{equation}
q_n(z;n) = \Psi_n(z^{(1)})(1 + o(1)), \quad n \to \infty.
\end{equation}

In Theorem 2 the asymptotic formula \((16)\) holds uniformly on any compact set \( K \) in \( \mathbb{C} \) which lies outside the convex hull \( \text{conv } E \) of the compact set \( E, \) with \( o(1) = O(\delta^n), \) where \( \delta \in (0, 1). \) By \( \Psi_n(z^{(1)}) \) we understand the values of the psi-function on the first sheet of \( \mathcal{R}. \)

It follows directly from \((16)\) that

\begin{equation}
\alpha_n(n) = \kappa_n(n)(1 + o(1)), \quad n \to \infty,
\end{equation}

where \( \kappa_n(n) > 0 \) is the leading coefficient (i.e., the coefficient of \( z^n \)) of \( \Psi_n(z^{(1)}) \) as \( z \to \infty. \) The strong asymptotic formula for \( \kappa_n(n) \) is established according to the general principles, as expounded in \([44]\) for the case of the weight \( \rho \) independent of \( n. \) It turns out that this formula looks like the right-hand side of \((13)\). From this, one can then derive the desired strong asymptotic formula for the leading coefficient \( \alpha_n(n) \).

The present paper is devoted to the proof of Theorem 1 under the assumption that Theorem 2 holds. A proof of Theorem 2 will be given in \([24]\).
The results of this paper were partially announced in [23].

2. Auxiliary results

2.1. We need to recall some standard facts about hyperelliptic Riemann surfaces. Our notation and terminology mostly follow those of [49] (see also [45], [15]). Consider the domain $D = D(E) = \mathbb{C} \setminus E$, and let $g(z, \infty) = g_D(z, \infty)$ be Green’s function for $D$ with singularity at the infinite point $z = \infty$. We have $g(z, \infty) = w_0 - V^\gamma(z)$, where $\gamma = \lambda_0$ is a Robin measure for the compact set $E$, and $w_0$ the Robin constant for $E$ (corresponding to the external field $Q \equiv 0$):

$$V^\gamma(x) \equiv w_0, \quad x \in E, \quad \text{Supp} \gamma = E.$$  

Let $\mathfrak{R}$ denote the hyperelliptic Riemann surface of genus $g = p - 1 \geq 1$ given by the equation $W^2 = \prod_{j=1}^{2p} (z - e_j)$. It is a two-sheeted covering of the Riemann sphere $\mathbb{C}$ ramified at the points $e_j$. To the intervals $E_j$ on $\mathbb{C}$ there correspond closed cycles $L_j$ on $\mathfrak{R}$ such that $\text{proj} L_j = E_j$ (proj(·) is the canonical projection of $\mathfrak{R}$ to $\mathbb{C}$). If $L = L_1 \cup \ldots \cup L_p$, then $\mathfrak{R} \setminus L$ breaks into two sheets, $D^{(1)}$ and $D^{(2)}$ (such that proj($D^{(l)}$) = $D$), i.e., $\mathfrak{R} = D^{(1)} \cup L \cup D^{(2)}$. As a rule, we shall identify the first sheet $D^{(1)}$ with $D$.

The function $W(z)$ defined on $D$ as $W(z) = \sqrt{H(z)} \sim z^p$, $z \to \infty$, where $H(z) = H_{2p}(z) := \prod_{j=1}^{2p} (z - e_j)$, extends to the second sheet by setting $W(z^{(2)}) = -\sqrt{H(z)} \sim -z^p$ and becomes, on the Riemann surface $\mathfrak{R} \setminus \{ \infty^{(1)}, \infty^{(2)} \}$, a holomorphic (single-valued analytic) function. A point $z \in \mathfrak{R}$ is determined by a pair $z = (z, W) = (z, \pm \sqrt{H(z)}) = (z, \pm)$, and we have $z^{(1)} = (z, +)$ and $z^{(2)} = (z, -)$. Green’s function harmonically extends to the second sheet of the Riemann surface by a change of sign: $g(z^{(2)}, \infty) = -g(z^{(1)}, \infty)$; thus $g(z^{(2)}, \infty) < 0$ in $D^{(2)}$.

We choose an orientation for the curves $L_j$ in such a way that when traversing $L_j$ the domain $D^{(1)}$ is on the left, and $D^{(2)}$ is on the right. We now view the oriented curves $L_j^+$, $j = 1, \ldots, g$, as $a$-cycles $a_j$ on $\mathfrak{R}$ and, by a standard procedure [45], [49], [15], [11] extend them by $b$-cycles $b_j$ to a homology basis $\{a_j, b_j\}_{j=1,\ldots,g}$ on $\mathfrak{R}$. Let $d\Omega_k$, $k = 1, \ldots, g$, be the corresponding $a$-normalized basis of holomorphic abelian differentials (1-forms): $\int_{a_j} d\Omega_k = \delta_{kj}$, $k, j = 1, \ldots, g$. The matrix $B = [B_{kj}]_{k,j=1,\ldots,g}$, where $B_{kj} = \oint_{b_j} d\Omega_k$ are the $b$-periods of basis differentials, is a Riemann matrix: it is symmetric, $B_{kj} = B_{jk}$, and its imaginary part is positive definite, $\| \text{Im} B_{kj} \| > 0$. In our case, when $e_j \in \mathbb{R}$, all $B_{kj}$ are pure imaginary. The abelian integrals $\Omega_k(z) = \int_{e_{2g+2}}^z d\Omega_k$ are defined on $\mathfrak{R}$ uniquely modulo their $a$- and $b$-periods. Since $\Omega_k^\pm(z) = s_k(z)/W(z)$, where $s_k(z)$ is a polynomial of degree $g - 1$, the notation $d\Omega_k^\pm(x) = s_k(z) dx/W^\pm(x)$ makes sense for $x \in E$.

If a function $F(z)$ is defined on $\mathfrak{R} \setminus L$ and $x \in \mathcal{L}$, then the symbol $F^{(1)}(x)$ will denote the nonantiguous limit values when $D^{(1)} \ni z \rightarrow x \in \mathcal{L}$ whenever they exist. Similarly, we define $F^{(2)}(x)$ when $D^{(2)} \ni z \rightarrow x \in \mathcal{L}$.

Fix the standard basis $e_1, e_2, \ldots, e_g$ in $\mathbb{R}^g$: $(e_k)_j = \delta_{kj}$. Then the vectors $e_1, \ldots, e_g$, $Be_1, \ldots, Be_g$ are linearly independent over $\mathbb{R}$ and form a basis in $\mathbb{C}^g$. The quotient space $\mathbb{C}^g/\{N + BM\}$, where $N, M \in \mathbb{Z}^g$, is a $2g$-dimensional real torus $\mathbb{T}^g$, called the Jacobian variety Jac$\mathfrak{R}$ of the Riemann surface $\mathfrak{R}$. Any vector $v \in \mathbb{C}^g$ can be uniquely written in the form $v = x + By + N + BM = x + By$ (mod periods), $0 \leq (x)_j$, $(y)_j < 1$, $N, M \in \mathbb{Z}^g$. Sometimes, for brevity, we shall simply write $v \equiv x + By$.

Unordered tuples $(z_1, \ldots, z_g)$, $z_j \in \mathfrak{R}$, form the $g$th symmetric power $S^g \mathfrak{R}$ of $\mathfrak{R}$. Let $z_0$ be some fixed point$^1$ of $\mathfrak{R}$. The vector function $A(z_1, \ldots, z_g) = (A_1, \ldots, A_g)$ with

$^1$Henceforth, we shall always choose $z_0 = e_{2g+2}$. 
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coordinates

\[ A_k = A_k(z_1, \ldots, z_g) \equiv \sum_{j=1}^{g} \Omega_k(z_j) \equiv \left\{ \sum_{j=1}^{g} \int_{z_0}^{z_j} \right\} d\Omega_k, \quad k = 1, \ldots, g, \]

defines the Abel map \( A : S^g \mathcal{R} \to \text{Jac} \mathcal{R} \) (the integration paths in (19) are the same for all \( k = 1, \ldots, g \)). Given a vector \( \mathbf{v} = (v_1, \ldots, v_g) \in \text{Jac} \mathcal{R} \) (more precisely, a class \([\mathbf{v}]\) of vectors equivalent to \( \mathbf{v} \)), the problem of determining an unordered tuple \((z_1, \ldots, z_g) \in S^g \mathcal{R}\) of points such that

\[ A_k(z_1, \ldots, z_g) = v_k \quad (\text{mod periods}), \quad k = 1, \ldots, g, \]

is called the Jacobi inversion problem. It is always solvable but not in general uniquely.

We shall call an unordered tuple \((z_1, \ldots, z_g) \in S^g \mathcal{R}\) of points a divisor and denote it by \( d = (z_1, \ldots, z_g) \) or by \( d = z_1 + \ldots + z_g \).

Other standard results on hyperelliptic Riemann surfaces, which we will need here, can be found in [45], [49], [15], [11] (see also [44, Appendix A]).

2.2. For the sake of completeness, we want to mention some known results on the equilibrium distribution of a positive charge on a “conductor” in the presence of an “external field” (see the Gonchar-Rakhmanov theorem below). Here, we restrict ourselves to the case when the conductor is the real line \( \mathbb{R} \) and the external field is given by a polynomial potential \( Q(x) = x^{2m} + \ldots \in \mathbb{R}[x] \). We remark that the notion of equilibrium in an external field first appeared in 1981-1982 in E. A. Rakhmanov’s papers [38] and [39] dealing with the weak (logarithmic) asymptotics of polynomials orthogonal on the real line with respect to weights of the form \( \exp\{-|x|^\rho\}, \rho > 1 \) (see also [20], [21], [29], [10]).

The problems related to the limit behavior of extremal (in one sense or another) polynomials turned out to be important both for analysis and for applications. In the last two decades, these problems were shown to be closely related to problems on asymptotic properties of random matrices. For this reason, general methods for the study of the asymptotics of such polynomials are of great interest.

The next theorem was proved in [21] in the case of a sufficiently large external field (see also [10]). Here we state it in a rather special case, when the external field is given by a polynomial potential \( Q \).

Henceforth, a measure is a positive Borel measure on the complex plane \( \mathbb{C} \) with finite values on compact subsets of \( \mathbb{C} \), \( S_\mu = \text{Supp} \mu \) is the support of \( \mu \), \( |\mu| = \mu(\mathbb{C}) \), and \( V^\mu \) is its logarithmic potential:

\[ V^\mu(z) = \int \log \frac{1}{|z - t|} \, d\mu(t), \quad z \in \mathbb{C}. \]

Here, we only consider potentials for measures \( \mu \) such that

\[ \int_{|t| \geq 1} \log \frac{1}{|t|} \, d\mu(t) > -\infty. \]

For such measures \( V^\mu(z) \in (-\infty, +\infty], z \in \mathbb{C} \). We remark that all the necessary notions and facts from potential theory can be found in [27] (see also [40]).

The set of all unit measures \( \mu \) on \( \mathbb{R} \) (\( S_\mu \subset \mathbb{R} \)) satisfying (22) will be denoted by \( M_1(\mathbb{R}) \). For measures \( \mu \in M_1(\mathbb{R}) \) we set

\[ w(\mu; Q) := \min_{x \in \mathbb{R}} (V^\mu + Q)(x), \]

\[ I_Q(\mu) := \iint_{\mathbb{R} \times \mathbb{R}} \log \frac{1}{|x - y|} \, d\mu(x) \, d\mu(y) + 2 \int_{\mathbb{R}} Q(x) \, d\mu(x). \]
Theorem (Gonchar-Rakhmanov (see [20, 21, 19]). Let \( Q(x) = x^{2m} + \ldots \in \mathbb{R}[x] \) be an arbitrary polynomial potential. There exists a unique (equilibrium) measure \( \lambda = \lambda(Q) \) such that

\[
(V^\lambda + Q)(x) \equiv w(\lambda; Q), \quad x \in S_\lambda.
\]

The measure \( \lambda = \lambda(Q) \) is a unique solution of each of the following extremal problems:

1. \( \lambda \) maximizes \( w(\mu; Q) \) in the field \( Q \):

\[
w(\lambda; Q) = \max_{\mu \in M_1(\mathbb{R})} w(\mu; Q);
\]

2. \( \lambda \) maximizes the energy \( I_Q(\mu) \) in the field \( Q \):

\[
I_Q(\lambda) = \min_{\mu \in M_1(\mathbb{R})} I_Q(\mu).
\]

The equilibrium condition (25) can be equivalently written as

\[
(V^\lambda + Q)(x) = w, \quad x \in S_\lambda,
\]

where \( w \) is some constant; the first assertion of the theorem means that condition (28) uniquely determines the measure \( \lambda \in M_1(\mathbb{R}) \) (and thus the constant \( w \)). Condition (26) can be written as an implication:

\[
w(\mu; Q) \geq w(\lambda; Q), \quad |\mu| = 1 \Rightarrow \mu = \lambda.
\]

\( \lambda = \lambda(Q) \) is called the equilibrium measure, corresponding to the potential \( Q \), and \( w = w(Q) = w(\lambda(Q); Q) \) is called the equilibrium constant. It follows directly from the equilibrium condition (25) that the potential \( V^\lambda \) is continuous on \( S_\lambda \) and is thus continuous on \( \mathbb{C} \).

Setting

\[
S^\lambda = \{ x \in \mathbb{R}: (V^\lambda + Q)(x) = w(\lambda; Q) \},
\]

we can rewrite the equilibrium condition (28) in the following equivalent form:

\[
S_\lambda \subseteq S^\lambda.
\]

Notice that condition (31) is equivalent to the equilibrium condition (28): \( \lambda \) is the only measure in \( M_1(\mathbb{R}) \) satisfying (31).

It is well-known that even for rather simple polynomials \( Q \) the determination of the equilibrium measure \( \lambda = \lambda(Q) \) and the extremal constant \( w = w(Q) \) could be difficult because the support measure \( \lambda \) is not known a priori. Calculations (based on the relations (28) and (29)) simplify when one knows that the support of the equilibrium measure is an interval (or several intervals; see [12, 13, 9]). This happens in the case considered here when the potential is a polynomial (see [13]). Under the assumption that the support of the equilibrium measure \( \lambda \) is an interval \( [\alpha, \beta] \), we can find \( \lambda \) and the potential \( V^\lambda \) from the equilibrium condition (28), which leads to the well-studied equation

\[
\int_{\alpha}^{\beta} \log |t - x| d\lambda(t) \equiv Q(x) + \text{const}, \quad x \in [\alpha, \beta],
\]

for \( \lambda, \lambda([\alpha, \beta]) = 1. \) As was first noticed by A. A. Gonchar and E. A. Rakhmanov [20], it follows from (28) that at the end points of the support of the equilibrium measure, one has \( (V^\lambda + Q)'(x) = 0. \) In some cases, this observation allows one to find equations for the end points of the support. We remark that the problem of explicitly finding the end points of the unknown intervals for a given polynomial \( Q(x) \) is still unsolved in general (see [9]).

\(^2\)The number of those intervals is also not known in advance.
3. Proof of Theorem \[1\]

3.1. Recall first some formulas and relations obtained in \[44\] in the case of a fixed (i.e., independent of \(n\)) weight

\[
\sigma(x) = \frac{ip(x)}{2\pi W^+(x)} > 0, \quad x \in E,
\]

where \(\rho(x)\) is a real-valued function holomorphic on \(E\) such that \(\sigma(x) > 0\) on \(E\) (notice that \(\rho(x)\) is positive for \(x \in E_{q+1}\); on the remaining intervals it has the same sign as \(W^+(x)/i\)). Those formulas and relations are exact. Thus, to find their analogs in the case of a varying weight \(\sigma_n\) of the form \(11\), we need to replace, in some formulas, \(\rho\) by \(\rho_n\); find a new explicit description of the normalized (see \[35\]) Nuttall psi-function \(\Psi_n(z; n) := \Psi_n(z; \rho_n)\); use this to determine its leading (i.e., of degree \(z^n\)) coefficient \(\kappa_n(n)\); and, using Theorem \[2\] (see the asymptotic formula \(16\)), find the asymptotics of the leading coefficient of the orthonormal polynomial \(q_n(z; n) = \alpha_n(n)z^n + \ldots\) from the formula

\[
\alpha_n(n) = \kappa_n(n)(1 + o(1)), \quad n \to \infty.
\]

Let us recall the standard definition (see \[31\], \[42\], \[44\]) of the Nuttall psi-function \(\Psi_n(z) = \Psi_n(z; \rho)\) defined on the two-sheeted hyperelliptic Riemann surface \(\mathcal{R} : W^2 = H(z), H(z) = \prod_{j=1}^{2p} (z - e_j)\) of genus \(g = p - 1\). Fix an arbitrary \(n \in \mathbb{N}, n \geq g\), and consider for the function \(\rho(x)\) on the Riemann surface \(\mathcal{R}\), the following Riemann boundary value problem.

**Problem 1.** For a fixed \(n \in \mathbb{N}, n \geq g\), find a function \(\Psi_n(z) = \Psi_n(z; \rho)\) such that:

1. \(\Psi_n\) is (piecewise) meromorphic on \(\mathcal{R} \setminus \mathcal{L} = D^{(1)} \sqcup D^{(2)}\);
2. divisor \((\Psi_n) = (n - g)\infty(2) + z_1 + \ldots + z_g - n\infty(1)\);
3. the boundary condition \(\rho(x)\Psi_n^{(1)}(x) = \Psi_n^{(2)}(x), x \in \mathcal{L}, \) holds on \(\mathcal{L}\).

In 2), the points \(z_j\) (the “free” zeroes of the psi-function) depend only on \(n\) and on \(\rho\). In 3), by \(\Psi_n^{(1)}(x)\) we understand the nontangent limit values of \(\Psi_n(z)\) when \(D^{(1)} \ni z \to x \in \mathcal{L},\) and \(\Psi_n^{(2)}(x)\) is interpreted in a similar way.

In our case, when the compact set \(E\) consists of a finite number of intervals on the real line (recall that \(\text{proj } \mathcal{L} = E\)), the function \(\Psi_n\) solving Problem 1 always exists (see \[42\], \[43\], \[44\]). Moreover, since the genus \(g\) of \(\mathcal{R}\) is positive, the zeroes and the poles of \(\Psi_n\) on \(\mathcal{R}\) satisfy certain relations similar to Abel’s relations for meromorphic functions on \(\mathcal{R}\) (when \(\rho(x) \equiv 1\) these relations coincide with Abel’s relations), and the divisor \(d = z_1 + \ldots + z_g\) is a solution of a special Jacobi inversion problem \(14\) (see also \[40\] below).

The defining properties of the Nuttall psi-function (Problem 1) show that

\[
\Psi_n(z^{(1)})\Psi_n(z^{(2)}) = \text{const} \prod_{j=1}^{q} (z - z_j)
\]

for \(z \in \mathbb{C} \setminus E\). Henceforth, we shall use the (uniquely defining the psi-function) normalization

\[
\Psi_n(z^{(1)})\Psi_n(z^{(2)}) = \prod_{j=1}^{q} (z - z_j),
\]

and the leading (i.e., of degree \(z^n\)) coefficient of \(\Psi_n(z^{(1)})\) is positive. We shall say that such a psi-function is normalized. We remark that the polynomial \(X_g(z; n) := \prod_{j=1}^{q} (z - z_j)\) is in fact an unknown “polynomial parameter” of Problem 1.
Notice that the choice of the function $\rho$ such that the corresponding (see (33)) function $\sigma(x) > 0$ on $E$ yields the following result (see [44, Appendix B, part 5]).

**Lemma 3.1.** If a weight $\sigma(x)$ is positive on $E$ and defined by (33), then for any $n \geq g$ the points $z_j(n) = \text{proj} z_j(n)$ satisfying the Jacobi inversion problem [40] belong to the closed gaps between the intervals $E_j$: $z_j(n) \in [e_{2j}, e_{2j+1}]$, $j = 1, 2, \ldots, g$. Thus, for any $n \geq g$ the divisor $d(n) = z_1(n) + \ldots + z_g(n)$ is non-special; i.e., the solution of the corresponding Jacobi inversion problem is unique.

This fact will play an important role in our arguments below.

Let $d\Omega_k$, $k = 1, \ldots, g$, be an a-normalized basis of holomorphic abelian differentials (1-forms) on $\mathcal{R}$: $f_\alpha \cdot d\Omega_k = \delta_{kj}$, $k, j = 1, \ldots, g$. The abelian integrals $\Omega_k(z) = \int_{e_{2g+2}}^z d\Omega_k$ are defined on $\mathcal{R}$ uniquely modulo their $a$- and $b$-periods; henceforth we shall assume that when integrating abelian differentials the initial point is $e_{2g+2}$. Since $\Omega_k(z) = s_k(z)/W(z)$, where $s_k$ is a polynomial of degree $g - 1$, the notation $d\Omega_k^+(x) = s_k(x) dx/W^+(x)$ makes sense for $x \in E$.

For any two distinct points $z_1$ and $z_2$ of the Riemann surface $\mathcal{R}$, there exists an abelian differential of the third kind, holomorphic everywhere on $\mathcal{R}$ except those two points, where it has simple poles with residues $+1$ and, respectively, $-1$. Such a differential is said to be normal. A normal differential is determined uniquely whenever all of its $a$-periods vanish; we shall call such a differential an $a$-normalized abelian differential of the third kind and denote it by $d\Omega(z_1, z_2; z)$, where $z$ is a variable on the Riemann surface $\mathcal{R}$. Another method to uniquely define (i.e., normalize) a differential of the third kind is to require that all of its periods be pure imaginary. For such differentials we shall use the notation $dG(z_1, z_2; z)$, where we assume that the residues at $z_1$ and $z_2$ are equal to $-1$ and, respectively, $+1$. An example of this sort is the differential of a complex Green’s function with singularity at the infinite point $G(z, \infty) = g(z, \infty) + ig^*(z, \infty)$ of a non-simply connected domain $D = \mathbb{C} \setminus E$ (here $g^*(z, \infty)$ is the harmonic conjugate of Green’s function $g(z, \infty)$). The function $G(z, \infty)$ is multi-valued in $D$ and

$$G(z, \infty) = \int_{e_{2g+2}}^z \frac{P_g(\zeta)}{\sqrt{H(\zeta)}} d\zeta, \quad z \in D,$$

where $P_g(z) = P_g(z; H) = z^d + \ldots$ is a real polynomial all of whose roots lie in the gaps $(e_{2j}, e_{2j+1})$, $j = 1, \ldots, g$. The differential $dG = dG(\infty^{(1)}, \infty^{(2)}; z) = P_g(z) dz/W(z)$ is defined on the entire $\mathcal{R}$ and has pure imaginary periods and simple poles at $z = \infty^{(1)}$ and $z = \infty^{(2)}$ with residues $-1$ and, respectively, $+1$. Thus, the function $u(z) = \text{Re} \: G(z, \infty)$, where $G(z, \infty) = \int_{e_{2g+2}}^z dG$, is single-valued on $\mathcal{R}$, and for $z = z^{(1)}$ we have $u(z^{(1)}) = g(z, \infty)$. The function $u(z)$ defines a natural continuation of Green’s function $g(z, \infty)$ to the entire Riemann surface $\mathcal{R}$: $g(z, \infty) = u(z)$.

By $\omega_k(z)$, $k = 1, \ldots, p$, we shall denote the harmonic measure (at $z \in D$) of the interval $E_k$ with respect to the domain $D$.

In terms of the Riemann surface $\mathcal{R}$, the Nuttall psi-function has the following explicit representation (see, first of all, [42], as well as [43], [44]):

$$\Psi_n(z) := \Psi_n(z; \rho) = \Phi(z)^{-g} e^{A(z; \rho) \cdot \mathcal{J}_n(z)}, \quad z \in \mathcal{R} \setminus \mathcal{L}.$$

We want to explain this representation. In formula (36),

$$\Phi(z) = e^{G(z, \infty)}$$
The function is the so-called (multi-valued) function with a single-valued modulus, \(|\Phi(z^{(1)})| > 1\), \(|\Phi(z^{(2)})| < 1\). The function

\[
A(z; \rho) = W(z) \left\{ \frac{1}{2\pi i} \int_E \frac{\log \rho(x)}{z-x} \frac{dx}{W^+(x)} + \frac{1}{2\pi i} \sum_{k=1}^g v_k \int_{E_k} \frac{1}{x-z} \frac{dx}{W^+(x)} \right\} \frac{1}{2} c_{g+1}(n),
\]

where \(z \notin E\), \(v_k = 2 \int_E \log \rho(x) d\Omega_k^+(x)\), the quantity \(c_{g+1} = c_{g+1}(n)\) is defined by the relation \(e^{i \sigma z} = \prod_{j=1}^g (e^{2\pi i z_j} - z)\), and the points \(z_j = z_j(n)\) are the solutions of the Jacobi inversion problem (40). When the weight \(\rho\) is fixed, the function \(A\) depends on \(n\) only by way of the quantity \(c_{g+1}(n)\), which “cancels out” later on when the required asymptotic formula (see (44)) is derived, and for this reason we drop the dependence on \(n\) in (38).

We remark that the function \(\exp\{A(z; \rho)\}\) is a multi-valued analog of the classical Szegő function \(D(z; \rho)\) for the case of a single interval \(E = [-1, 1]\),

\[
D(z; \rho) = \exp \left\{ \frac{\sqrt{z^2-1}}{2\pi} \int_{-1}^1 \frac{\log \rho(x)}{z-x} \frac{dx}{\sqrt{1-x^2}} \right\}, \quad z \notin [-1, 1].
\]

The function \(\mathcal{T}_n(z)\) is also multi-valued on \(D\) and has the following representation:

\[
\mathcal{T}_n(z) = \exp \left[ \sum_{j=1}^g \Omega(z_j, \infty^{(1)}; z) + 2\pi i \sum_{k=1}^g \theta_k \Omega_k(z) \right],
\]

where \(\Omega(z_j, \infty^{(1)}; z)\) is an integral of an \(a\)-normalized abelian differential of the third kind, the quantities \(\theta_k = \theta_k(n) = \ell_k(n) + \{(n-g)\omega_k(\infty)\}\), where the integers \(\ell_k(n)\) are uniformly bounded as \(n \to \infty\), and the divisor \(d = z_1 + \ldots + z_g\), where \(z_j = z_j(n)\), is the (unique) solution of the Jacobi inversion problem

\[
\sum_{j=1}^g \Omega_k(z_j) = -\frac{i}{\pi} \int_E \log \rho(x) d\Omega_k^+(x) - \sum_{j=1}^g \left\{(n-g+\frac{1}{2}) \omega_j(\infty)\right\} B_{kj}, \quad k = 1, \ldots, g
\]

(here the symbol \(\equiv\) denotes congruence modulo \(a\)- and \(b\)-periods). We remark that the uniformly bounded integers \(\ell_k(n)\), \(k = 1, \ldots, g\), appear in (33) because of the non-uniqueness of the abelian integrals \(\Omega_k(z)\) for \(z \in \partial\mathfrak{R}\) along the paths lying in \(\mathfrak{R}\), where \(\mathfrak{R}\) is the Riemann surface \(\mathfrak{R}\) with a cut (for details, see [44, Appendices A and B]). Notice that for a given positivity condition on the weight \(\sigma(x)\) of the form (33) for any \(n \geq g\), the points \(z_1, \ldots, z_g\) satisfying (40) are such that the corresponding points \(z_j(n)\) lie in the gaps between the intervals \(E_j\): \(z_j(n) \in [e_{2j}, e_{2j+1}]\), \(j = 1, 2, \ldots, g\) (see Lemma 3.1). Thus, for any \(n \geq g\), the divisor \(d(n) = z_1(n) + \ldots + z_g(n)\) is non-special, and therefore the solution of the corresponding Jacobi inversion problem (40) is always unique. This is true whether or not the weight \(\sigma\) is varying.

Since the function \(\rho\) is holomorphic and doesn’t vanish on \(E\), the right-hand side of (36) can be viewed as a holomorphic function even when \(z \in D^{(1)} \sqcup \mathcal{L}\) for the divisor \(d = z_1 + \ldots + z_g\) satisfying (40). Thus, the function \(\Psi(n(z))\), \(z \in D^{(1)} \sqcup \mathcal{L}\), should naturally be understood as the right-hand side of (36). The same is true for \(\Psi_n(z)\) when \(z \in D^{(2)} \sqcup \mathcal{L}\). On \(\mathcal{L}\), these two holomorphic continuations do not agree: they satisfy the boundary condition 3), where, in general, \(\rho \neq 1\).

A derivation of the explicit formulas (39)-(40) for the psi-function can be found in [44, Appendix B].

\[\text{Footnote 3: Here and elsewhere we choose the principal branch of the logarithm.}\]

\[\text{Footnote 4: Here and in (40), the symbol \{\cdot\} denotes the fractional part of the corresponding number.}\]
3.2. In this subsection, for the sake of brevity, instead of $\Psi(z;\rho_n)$, $\chi_n(n)$, and $z_j(n)$, we shall sometimes write $\Psi_n(z)$, $\chi_n$ and $z_j$. Let

$$
\Psi_n(z) := \Psi_n(z^{(1)};\rho_n) = \chi_n(n)z^n + O(z^{n-1}), \quad z \to \infty.
$$

Because of the normalization condition $\Psi_n(z^{(1)})\Psi_n(z^{(2)}) \equiv \prod_{j=1}^g (z - z_j)$, it follows from (41) that

$$
\Psi_n(z^{(1)}) = \frac{\Psi_n(z^{(1)})^2}{\Psi_n(z^{(2)})\Psi_n(z^{(1)})} = \chi_n^2 z^{2n-g} + O(z^{2n-g-1}), \quad z \to \infty.
$$

Thus,

$$
\chi_n^2 = \lim_{z \to \infty} \frac{\Psi_n(z^{(1)})}{\Psi_n(z^{(2)})} z^{g-2n},
$$

and we may assume that $z > 0$. We now proceed along the arguments of [44] formulas (53)-(59). Using the explicit formulas (36)-(40) we have

$$
\frac{\Psi_n(z^{(1)})}{\Psi_n(z^{(2)})} = \Phi^{2n-2g}(z) e^{A(z^{(1)};\rho) - A(z^{(2)};\rho)} \mathcal{F}_n(z^{(1)}) / \mathcal{F}_n(z^{(2)}).
$$

In (44), the first factor behaves, when $z \to \infty$, as $(\text{cap} E)^{2n-2n-2g} + O(z^{2n-2g-1})$. In [44], only the case of a fixed weight $\rho$ was considered, and therefore the second factor did not depend on $n$ (the quantity $c_g+1(n)/2$ from (36) cancels out when passing to (44)). Now we have to take into account that instead of $\rho$ we have $\rho_n$.

First, consider the third factor, i.e., the function

$$
\mathcal{F}_n(z^{(1)}) / \mathcal{F}_n(z^{(2)}) = \exp(\varphi_n(z)),
$$

where (see (39))

$$
\varphi_n(z) = \sum_{j=1}^g \left[ \Omega(z_j(n),\infty^{(1)};z^{(1)}) - \Omega(z_j(n),\infty^{(1)};z^{(2)}) \right]
+ 2\pi i \sum_{j=1}^g \theta_j(n) (\Omega_j(z^{(1)}) - \Omega_j(z^{(2)})).
$$

The following formula for $\varphi_n(z)$ was obtained in [44] formulas (57)-(59) using the Riemann conditions:

$$
\varphi_n(z) = -\sum_{j=1}^g \left[ g(z_j,z) - g(z,\infty^{(1)}) \right] + i\beta(n) + C_1(z),
$$

where $\beta(n) \in \mathbb{R}$, and the function $C_1(z)$ did not depend on $n$. In the case of the varying weight $\rho = \rho_n$ considered here, the function $C_1(z)$, as well as the function $A(z;\rho_n)$, depends on $n$ by way of the varying weight. Thus, for the derivation of an asymptotic formula for the coefficient $\chi_n = \chi_n(n)$ along the lines of [44], we need to take into account the dependence of the functions $C_1(z) = C_1(z;\rho_n)$ and $A(z;\rho_n)$ on the variable $n$.

Consider first $C_1(z)$. It follows from [44] formulas (54)-(58) that

$$
C_1(z) = -2\pi i \sum_{k=1}^g \omega_k(z) \cdot \frac{1}{\pi i} \int_E \log \rho_n(x) \ d\Omega_k^+(x)
= -2 \sum_{k=1}^g \omega_k(z) \int_E \log \rho_n(x) \ d\Omega_k^+(x).
$$
Thus,

$$C_1(\infty) = -2 \sum_{k=1}^{g} \omega_k(\infty) \int_E \log \rho_n(x) \, d\Omega^+_{k}(x)$$

(48)

$$= -2 \int_E \log \rho_n(x) \left\{ \sum_{k=1}^{g} \omega_k(\infty) \, d\Omega^+_{k}(x) \right\}.$$ 

Since $i\beta(n)$ is pure imaginary, we have

$$|\exp{\varphi_n(z)}|/z^g|_{z=\infty} = \frac{1}{(\text{cap } E)^g} \exp\left\{ - \sum_{j=1}^{g} g(z_j; \infty) + C_1(\infty) \right\},$$

where $C_1(\infty)$ is given by (48).

We now examine the second factor in (44) or, more precisely, the difference

$$A(z^{(1)}) - A(z^{(2)})|_{z=\infty} = 2\left( A(\infty; \rho_n) - \frac{1}{2} c_{g+1}(n) \right) := 2\tilde{A}(\infty)$$

(see (43)). The function $A(z; \rho_n)$, constructed in (44) (for a fixed $n$), is holomorphic in a neighborhood of $z = \infty$, and, asymptotically at infinity, $W(z) \sim z^{g+1}$, $z \to \infty$. Therefore, the formulas (43) imply that the first $g$ moments of the function enclosed in curly brackets in (43) are necessarily zero; i.e., the following “orthogonality conditions” hold:

$$\int_E \log \rho_n(x) x^s \frac{dx}{W^+(x)} - \sum_{k=1}^{g} v_k \int_{E_k} x^s \frac{dx}{W^+(x)} = 0, \quad s = 0, \ldots, g - 1.$$ 

(50)

Thus, (43) and (50) imply that

$$2\tilde{A}(\infty) = \frac{1}{\pi i} \left\{ \int_E \log \rho_n(x) x^g \frac{dx}{W^+(x)} - \sum_{k=1}^{g} v_k \int_{E_k} x^g \frac{dx}{W^+(x)} \right\}.$$ 

(51)

Consider $d\Omega_A(z) = d\Omega(\infty^{(1)}, \infty^{(2)}; z)$, a standard $a$-normalized abelian differential of the third kind. It is of the form $d\Omega_A(z) = d\Omega(\infty^{(1)}, \infty^{(2)}; z) = r_g(z)/W(z)$, where $r_g(z) = -z^g + \ldots$ is a polynomial of degree $g$ with leading coefficient $-1$. Therefore,

$$\int_{E_k} d\Omega^+_A(x) = 0, \quad k = 1, \ldots, g,$$

and in view of (50), condition (51) becomes

$$2\tilde{A}(\infty) = -\frac{1}{\pi i} \int_E \log \rho_n(x) \, d\Omega^+_A(x).$$ 

(52)

Using the identity [44, formula (A.3)]

$$dG(\zeta) + 2\pi i \sum_{k=1}^{g} \omega_k(\infty) \, d\Omega_k(\zeta) + d\Omega_A(\zeta) \equiv 0,$$

we deduce from (48) and (52) that

$$C_1(\infty) + 2\tilde{A}(\infty) = -\frac{1}{\pi i} \int_E \log \rho_n(x) \left\{ 2\pi i \sum_{k=1}^{g} \omega_k(\infty) d\Omega^+_k(x) + d\Omega^+_A(x) \right\}$$

(53)

$$= \frac{1}{\pi i} \int_E \log \rho_n(x) \, dG^+(x).$$

Since

$$-\frac{1}{\pi i} \, dG^+(x) = d\gamma(x), \quad x \in E,$$
Lemma 3.2. For any unit measure \( C \) to \( Q \), (55)

\[
C_1(\infty) + 2\tilde{A}(\infty) = -\int_E \log \rho_n(x) \, d\gamma(x) = \text{const} + 2n \int_E Q(x) \, d\gamma(x),
\]

where \( \text{const} = \text{const}(p_g) \) depends only on the auxiliary polynomial \( p_g \). Using the equilibrium condition \( Q(x) + V^\lambda(x) \equiv w_Q \) on \( E \) and changing the order of integration, we deduce from (55) that

(56)

\[
C_1(\infty) + 2\tilde{A}(\infty) = \text{const}(p_g) + 2n(w_Q - w_0),
\]

where \( w_0 \) is the Robin constant for the compact set \( E \) (with respect to \( Q \equiv 0 \)).

Since \( \text{cap } E = e^{-w_0} \), the relations (48), (41), (46), (49), and (56) yield the following formula for \( \alpha_n(n) \):

(57)

\[
\alpha_n^2(n) = \text{const}(p_g) \cdot (\text{cap } E)^g \cdot e^{2nw_Q} \cdot \exp \left\{ - \sum_{j=1}^{g} g(z_j(n), \infty) \right\},
\]

where the divisor \( d(n) = z_1(n) + \ldots + z_g(n) \) is a solution of the Jacobi inversion problem \( \text{cf. (10)} \) with \( \rho \) changed to \( \rho_n \). Thus, in accordance with Lemma 3.1 all \( z_j = \text{proj } z_j(n) \) lie in the gaps between the intervals that make up \( E \). Directly from (57) and Theorem 2 we have the asymptotic formula (13) for the leading coefficient \( \alpha_n(n) \) of the orthonormal polynomial \( q_n(z; n) = \alpha_n(n)z^n + \ldots \) as \( n \to \infty \).

To finish the proof of Theorem 1, we need to rewrite (40) in the form (14). This will be done in 3.3.

3.3. Thus, our goal is to rewrite, in the case \( \rho = \rho_n \), \( \rho_n(x) := p_g(x)e^{-2nQ(x)} \) (see (41)), the relations (cf. (40))

(58)

\[
\sum_{j=1}^{g} \Omega_k(z_j) \equiv -\frac{i}{\pi} \int_E \log \rho_n(x) \, d\Omega_k^+(x) - \sum_{j=1}^{g} \left\{ n\omega_j(\infty) \right\} B_{kj} + c_k, \quad k = 1, \ldots, g,
\]

where the constants \( c_k \) are independent of \( n \), in the form (14). Recall that, in accordance with our convention, the abelian integral \( \Omega_k(z) \) is defined as follows:

(59)

\[
\Omega_k(z) = \int_{z_{2g+2}}^{z} d\Omega_k(\zeta), \quad k = 1, \ldots, g.
\]

Thus, if for \( z = z^{(1)} \) we integrate along a path contained in the domain \( D^{(1)} \), the periods \( \Omega_k(z^{(1)}) \) would be pure imaginary. Therefore, \( \text{Im } \Omega_k(z^{(1)}) \) is a single-valued function on \( D^{(1)} \) for each \( k = 1, \ldots, g \).

Let \( \tilde{M}_1(E) \) be the totality of all measures \( \mu \in M_1(E) \) such that the integrals \( \int_E V^\mu(x) \, d\Omega_k^+(x) \) exist for all \( k = 1, \ldots, g \). We need the following.

**Lemma 3.2.** For any unit measure \( \mu \in \tilde{M}_1(E) \) with support in \( E \),

(60)

\[
\int_E V^\mu(x) \, d\Omega_k^+(x) = -\pi \int_E \text{Im } \Omega_k^+(t) \, d\mu(t) + \text{const}_k,
\]

where \( \text{const}_k, k = 1, \ldots, g, \) are constants independent of the measure \( \mu \).

**Remark 3.1.** The relation (60) should be interpreted in the standard way: the left-hand side exists if and only if the right-hand side does, and the two coincide.

**Proof of Lemma 3.2.** When \( z \notin E \), let \( \gamma \) denote the family of \( p \) non-intersecting ovals containing the intervals \( E_1, \ldots, E_p \) inside themselves and such that \( z \) lies outside those ovals (the ovals are traversed in such a way that their interiors remain on the right), and
let \( f_k(z) := \int_{\gamma} \log(z - t) d\Omega_k(t) \). Then, since the differentials \( d\Omega_k(z) \) are real on \( E \), for \( z \notin E \) we have

\[
\int_{E} \log |z - x| d\Omega_k^+(x) = \frac{1}{2} \Re \int_{\gamma} \log(z - t) d\Omega_k(t) = \frac{1}{2} \Re f_k(z).
\]

For the multi-valued function \( f_k(z) \) we have

\[
f'_k(z) = \int_{\gamma} \frac{1}{z - t} d\Omega_k(t) = -2\pi i \Omega'_k(z), \quad z \notin E,
\]

where \( \Omega'_k(z) = s_k(z)/W(z) \) and \( s_k \) is a polynomial of degree \( g - 1 \). Therefore, it follows from (62) that

\[
f_k(z) = -2\pi i \Omega_k(z) + \text{const}_k \quad (\text{mod periods}).
\]

Now, for any measure \( \mu \in \widetilde{M}_1(E) \), it follows from the Fubini theorem (assuming that the corresponding integrals exist) that

\[
\int_{E} V^\mu(x) d\Omega_k^+(x) = -\int_{E} \left( \int_{E} \log |x - t| d\Omega_k^+(x) \right) d\mu(t)
\]

\[
= -\int_{E} \left( \lim_{s \to t^+} \int_{E} \log |x - s| d\Omega_k^+(x) \right) d\mu(t)
\]

\[
= -\frac{1}{2} \int_{E} \Re \{ f_k(t) \}^+ d\mu(t) = -\frac{1}{2} \Re \int_{E} f_k^+(t) d\mu(t)
\]

\[
= \pi \Re \left\{ i \int_{E} \Omega_k^+(t) d\mu(t) + c_k \right\}
\]

\[
= -\pi \int_{E} \Im \Omega_k^+(t) d\mu(t) + \bar{c}_k.
\]

Lemma 3.2 is proved. \( \square \)

For any measures \( \mu_1, \mu_2 \in \widetilde{M}_1(E) \), it follows from (62) that

\[
\int_{E} V^{\mu_1 - \mu_2}(x) d\Omega_k^+(x) = -\pi \int_{E} \Im \Omega_k^+(t) d(\mu_1 - \mu_2)(t).
\]

Since \( \Omega_k^+(x) = -B_{kj} \) on the intervals \( E_j, j = 1, \ldots, g \), and \( \Omega_k^+(x) \) is real on \( E_{g+1} \), it follows from (65) that

\[
\int_{E} V^{\mu_1 - \mu_2}(x) d\Omega_k^+(x) = \frac{\pi}{2} \sum_{j=1}^{g} \Im B_{kj}(\mu_1 - \mu_2)(E_j).
\]

Let us apply (66) to the equilibrium measures \( \mu_1 = \lambda \) and \( \mu_2 = \gamma \) (clearly, \( \lambda, \gamma \in \widetilde{M}_1(E) \)). Taking into account that \( V^{\lambda}(x) - V^{\gamma}(x) \equiv (w_Q - w_0) - Q(x), x \in E \), and \( \int_{E} d\Omega_k^+(x) = 0 \) we have

\[
\int_{E} Q(x) d\Omega_k^+(x) = -\int_{E} V^{\lambda - \gamma}(x) d\Omega_k^+(x) = \frac{\pi}{2} \sum_{j=1}^{g} \Im B_{kj}(\gamma(E_j) - \lambda(E_j))
\]

\[
= \frac{\pi}{2} \sum_{j=1}^{g} \Im B_{kj}(\omega_j(\infty) - \lambda(E_j)).
\]
Finally, it follows from (67) (and from the fact that the $B_{kj}$ are imaginary) that (see (68)), for the weight $\rho_n$ given by (15),
\[
-\frac{i}{\pi} \int_E \log \rho_n(x) \, d\Omega_k^+(x) = \frac{2ni}{\pi} \int_E Q(x) \, d\Omega_k^+(x) + c_k(p_g)
\]
\[
= ni \sum_{j=1}^g \text{Im} B_{kj}(\gamma(E_j) - \lambda(E_j)) + c_k(p_g)
\]
\[
= n \sum_{j=1}^g B_{kj}(\gamma(E_j) - \lambda(E_j)) + c_k(p_g)
\]
\[
(68)
\]
Using (68) we rewrite (58) as follows (as before, the symbol $\equiv$ denotes congruence modulo $a$- and $b$-periods):
\[
\sum_{j=1}^g \Omega_k(z_j) \equiv -\frac{i}{\pi} \int_E \log \rho_n(x) \, d\Omega_k^+(x) - \sum_{j=1}^g \{n \omega_j(\infty)\} B_{kj} + c_k
\]
\[
\equiv n \sum_{j=1}^g B_{kj}(\omega_j(\infty) - \lambda(E_j)) - n \sum_{j=1}^g \omega_j(\infty) B_{kj} + c_k + c_k(p_g)
\]
\[
\equiv -n \sum_{j=1}^g B_{kj} \lambda(E_j) + \tilde{c}_k(p_g)
\]
\[
(69)
\]
This proves (14) and thus Theorem 1.

4. Some Consequences and Remarks

4.1. We begin with a remark.

Remark 4.1. The above results remain true if the weight $\rho_n(x) = e^{-2nQ(x)}$ is replaced by the more general weight $\rho_N(x) = e^{-2NQ(x)}$, where $N = n + 1, \pm 2, \ldots, \pm \ell$ and $\ell \in \mathbb{N}$ is fixed. Accordingly, the definition of the Nuttall psi-function has to be modified.

Problem 2. For a fixed $n \in \mathbb{N}$, $n \geq g$, and $N = n + \ell$, $\ell \in \mathbb{Z}$, find a function $\Psi_{n,N}(z) := \Psi_n(z; \rho_N)$ such that:

1) $\Psi_{n,N}$ is (piecewise) meromorphic on $\mathbb{R} \setminus \mathcal{L} = D^{(1)} \cup D^{(2)}$;

2) the divisor $(\Psi_{n,N}) = (n-g)\infty^{(2)} + z_1 + \ldots + z_g - n\infty^{(1)}$;

3) the boundary condition $\rho_N(x)\Psi_{n,N}^{(1)}(x) = \Psi_{n,N}^{(2)}(x)$, $x \in \mathcal{L}$ holds on $\mathcal{L}$.

In 2), the points $z_j = z_j(n; N)$ (the “free” zeroes of the psi-function) depend on $n$ and $N$, and in 3), by $\Psi_{n,N}^{(1)}(x)$ we understand the limit values of $\Psi_{n,N}(z)$ as $D^{(1)} \ni z \to x \in \mathcal{L}$, with a similar interpretation for $\Psi_{n,N}^{(2)}(x)$. In this case, Theorem 2 (more precisely, the strong asymptotic formula (16)) rewrites as
\[
q_n(z; N) = \Psi_{n,N}(z)(1 + o(1)), \quad n \to \infty.
\]

As follows directly from Remark 4.1 and formulas (13)-(14), we have the following qualitative description of the leading coefficient $\alpha_n(n)$.

Corollary 4.1. The parameters $a_n(n) = a_{n-1}(n)/\alpha_n(n)$ and $b_n(n)$ from the standard trinomial, with respect to the first index, recurrence relation
\[
Q_n(x; n) = (x - b_n(n))Q_{n-1}(x; n) - a_{n-1}^2(n)Q_{n-2}(x; n)
\]
for the monic polynomials $Q_{n-2}(x;n), Q_{n-1}(x;n), Q_n(x;n)$ satisfy the following asymptotic relations ("trace formulas"; cf. [34] formulas (28)-(29), [13] formula (1.65), and [33] formula (41)):

\begin{align}
(71) \quad a_n(n) &= \text{cap} E \cdot \exp\left\{ \frac{1}{2} \sum_{j=1}^{g} g(z_j(n;n), \infty) - \frac{1}{2} \sum_{j=1}^{g} g(z_j(n-1;n), \infty) \right\} (1 + o(1)), \\
(72) \quad b_n(n) &= \frac{1}{2} \sum_{j=1}^{2p} e_j - \sum_{j=1}^{p-1} z_j(n-1;n) + o(1), \quad n \to \infty,
\end{align}

where the divisors $d(n;n)$ and $d(n-1;n)$ are related by the formula

\begin{equation}
(73) \quad \left\{ \sum_{j=1}^{g} \int_{z_j(n;n)}^{z_j(n-1;n)} dz \right\} d\Omega_k \equiv - \sum_{j=1}^{g} \omega_j(\infty) B_{kj}, \quad k = 1, \ldots, g.
\end{equation}

We remark that the formulas (71)-(73) do not carry any explicit information about the external field $Q$ and that they are identical to the formulas for weights independent of $n$. The formula (73) means that the relative displacement of the "adjacent" divisors $d(n;n)$ and $d(n-1;n)$ is determined only by the geometric data, i.e., the harmonic measures $\omega_j(\infty)$ of the intervals $E_j$ that make up the compact set $E$.

Next, we mention a corollary of Theorem 2 (see (77)), which is naturally interpreted as an analog of a known corollary to a theorem of Rakhmanov on the asymptotic ratio for orthogonal polynomials (see [36], [38]), for the case of a varying weight. More precisely, one of the corollaries to Rakhmanov’s theorem asserts that if $\mu’ = d\mu/dx > 0$ almost everywhere on the interval $\Delta = [-1, 1]$, then for the polynomials $q_n(x) = q_n(x;\mu)$ orthonormal with respect to a (positive Borel) measure $\mu$, $\int_{\Delta} q_n^2(x) d\mu(x) = 1, \quad n = 1, 2, \ldots,$

one has

\begin{equation}
(74) \quad q_n^2(x) dx \cdot d\mu(x) \overset{\text{w. c.}}{\to} \frac{1}{\pi} \frac{dx}{\sqrt{1-x^2}}, \quad n \to \infty.
\end{equation}

(the convergence in (74) is understood in the sense of weak convergence in the space of measures). Let $r_n(z)$ be the function of the second kind corresponding to the polynomial $q_n(x)$ (or, in a different terminology, the remainder function)

\begin{equation}
(75) \quad r_n(z) = \int_{\Delta} \frac{q_n(x) d\mu(x)}{z-x}, \quad z \notin \Delta.
\end{equation}

Then it follows from (74) and (75) that, locally uniformly for $z \notin \Delta$,

\begin{equation}
(76) \quad q_n(z) r_n(z) = \int_{\Delta} \frac{q_n^2(x) d\mu(x)}{z-x} \to \frac{1}{\pi} \int_{\Delta} \frac{d\mu(x)}{z-x \sqrt{1-x^2}} = \frac{1}{\sqrt{z^2 - 1}}, \quad n \to \infty.
\end{equation}

Now let $E = \bigcup_{j=1}^{p} E_j$ be the union of $p \geq 2$ non-intersecting intervals. Then, for some (rather general but more restrictive than in Rakhmanov’s theorem) condition on the orthogonality measure for the corresponding orthonormal polynomials and the remainder functions, we have an asymptotic relation

\begin{equation}
(77) \quad q_n(z) r_n(z) = \prod_{j=1}^{p-1} \frac{z-z_j}{\sqrt{H_{2p}(z)}} + o(1), \quad n \to \infty.
\end{equation}

In (77), the points $z_j$ depend on $n$ and are obviously related to the solution of the Jacobi inversion problem of the form [40] for the corresponding non-varying weight, and $H_{2p}(z)$ is a monic polynomial of degree $2p$ with simple roots at the end points of the intervals $E_j$. 
The relation (77) is a direct consequence of the fact that, in the case of several intervals, in addition to the asymptotic formula for the orthonormal polynomials

\[ q_n(z) = \Psi_n(z^{(1)}) (1 + o(1)), \quad n \to \infty, \]

(see [44]) we have a similar formula for the remainder functions:

\[ r_n(z) = \frac{\Psi_n(z^{(2)})}{\sqrt{H_{2p}(z)}} (1 + o(1)), \quad n \to \infty. \]

Now (77) follows from (78) and (79), together with the identity (see [55])

\[ \Psi_n(z^{(1)}) \Psi_n(z^{(2)}) = \prod_{j=1}^{p-1} (z - z_j). \]

The formulas (77)-(79) can naturally be extended to the case of a varying weight, namely,

\[ q_n(z; n) = \Psi_n(z^{(1)}; n) (1 + o(1)), \quad r_n(z; n) = \frac{\Psi_n(z^{(2)}; n)}{\sqrt{H_{2p}(z)}} (1 + o(1)), \quad n \to \infty, \]

\[ q_n(z; n) r_n(z; n) = \frac{\prod_{j=1}^{p-1} (z - z_j(n))}{\sqrt{H_{2p}(z)}} + o(1), \quad n \to \infty. \]

In (81) the points \( z_j(n) \) are obviously related to the solution of the Jacobi inversion problem of the form (14) for the corresponding varying weight.

4.2. We continue with more remarks.

Remark 4.2. The formula (70) is completely analogous to the well-known formula of Widom for a weight independent of \( n \) (see [48] §6, Theorem 6.2; §9, Theorem 9.1; §8, Theorem 8.4], as well as [44, 28], and formula (86)). The conditions (87) on the divisor \( d(n) = z_1(n) + \ldots + z_q(n) \) are equivalent to the following system of congruences (the Widom equations; see [48] §8, Theorem 8.4], as well as [37], where this formula is generalized to the case when a finite number of discrete masses are added to the weight):

\[ \sum_{j=1}^q \epsilon_j \omega_k(z_j) = -2n \lambda(E_k) + c_k \quad (\text{mod } 2), \]

where \( \omega_k(z) \) is the harmonic measure (at the point \( z \in D \)) of \( E_k \) with respect to \( \partial D \setminus E_k \), and \( \epsilon_j = \pm 1 \). Notice that the system (82) uniquely determines the parameters \( \epsilon_j = \pm 1 \) and the points \( z_j \); thus the points \( z_j = (z_j, \pm) \) on the Riemann surface \( \mathcal{R} \) and the divisor \( d(n) \) are also uniquely determined.

We remark that Widom’s formula (86) is obtained from (70) by (formally) passing to the limit \( Q(x) \equiv 0 \) and by the corresponding substitutions \( w_Q \to w_0 \), \( \lambda(E_j) \to \gamma(E_j) = \omega_j(\infty) \), etc. Therefore, in some sense, the Widom formulas remain true in the case of a varying weight. Thus, they are of universal nature.

Remark 4.3. Let, as before, \( \omega_k(z) \) be the harmonic measure of \( E_k \). It is well-known that \( \gamma(E_j) = \omega_j(\infty) \), \( \text{cap } E = e^{-w_0} \) and that one has the following relation between the complex harmonic measures \( \omega_k(\lambda) + i \omega_k^*(\lambda) \) and the abelian integrals (39) (see [18, 14]):

\[ \Omega_j(z) = -\frac{1}{2} \sum_{k=1}^q B_{kj} \left( \omega_k(z) + i \omega_k^*(z) \right), \quad z \in D, \]

where \( \omega_k^*(z) \) is the harmonic conjugate of \( \omega_k(z) \). Thus, the formulas (13)-(14) rewrite as

\[ \alpha_n(n) = \text{const} \cdot e^{n w_Q} \cdot \exp \left\{ -\frac{1}{2} \sum_{j=1}^q \epsilon_j g(z_j, \infty) \right\} (1 + o(1)), \quad n \to \infty, \]
where $\varepsilon_j = \pm 1$. We remark that the system (85) uniquely determines the parameters $\varepsilon_j = \pm 1$ and the points $z_j$. Hence the points $z_j = (z_j, \pm) \in \mathbb{R}$ are also uniquely determined. Notice that the classical strong asymptotic formulas of Widom,

\begin{equation}
\alpha_n = e^{\eta \lambda (E_j)} \cdot \exp \left\{ - \frac{1}{2} \sum_{j=1}^{g} \varepsilon_j g(z_j, \infty) \right\} (1 + o(1)), \quad n \to \infty,
\end{equation}

\begin{equation}
\sum_{j=1}^{g} \varepsilon_j \omega_k (z_j) = -2n \omega_j (\infty) + c_k \quad \text{(mod 2)}, \quad k = 1, \ldots, g,
\end{equation}

are obtained from (84) by (formally) passing to the limit.

**Remark 4.4.** If we replace $n$ in the system (14) by a continuous parameter $t \in \mathbb{R}_+$ (“time”), then we can show that the motion of the divisor $d(t) = z_1(t) + \ldots + z_g(t)$ on the torus $\mathbb{T}^g$ corresponding to the system (14) (with $t$ in place of $n$) is governed by the following (generalized) system of Dubrovin differential equations (cf. [15] and [14] formula (26)); as usual, the dot denotes the derivative with respect to $t$:

\begin{equation}
\dot{z}_k = -\frac{W(z_k)}{\Pi_{j \neq k}(z_k - z_j)} \left\{ \int_{\mathbb{R}_+}^{+\infty} \frac{\Pi_{j \neq k}(x - z_j)}{W(x)} \frac{dx}{\varepsilon_{2g + 2}} - 2i \int_{E}^{+\infty} Q(x) \frac{\Pi_{j \neq k}(x - z_j)}{W^+(x)} dx \right\},
\end{equation}

$k = 1, \ldots, g$. Notice that the expression in curly brackets in (88) does not contain $z_k$. The solution $d(n)$, needed for the asymptotic formula (70), can be obtained from the general solution $d(t)$ of (88) by substituting discrete values $t = n, n \in \mathbb{N}$. The parameters $2\nu_j = 2 \lambda(E_j), j = 1, \ldots, g$, play the role of frequencies when the divisor $d(t)$ moves on the torus $\mathbb{T}^g$. If the frequencies $\nu_1, \ldots, \nu_g$ are rationally independent, then the winding line $d(t), t \in \mathbb{R}_+$ defined by the divisor $d(t)$ is everywhere dense in the torus; if the numbers $\nu_1, \ldots, \nu_g, \nu_{g+1}$ are rationally independent (notice that, by definition, $\nu_1 + \ldots + \nu_{g+1} = 1$), then the integral “lattice” $\{d(n), n \in \mathbb{N}\}$ is everywhere dense in the winding line, and therefore in the entire torus $\mathbb{T}^g$.

We remark that in the case of a non-varying weight $\rho$ (i.e., $Q \equiv 0$) the formula (88) rewrites as (see [13])

\begin{equation}
\dot{z}_k = -\frac{W(z_k)}{\Pi_{j \neq k}(z_k - z_j)} \cdot \left\{ \int_{\mathbb{R}_+}^{+\infty} \frac{\Pi_{j \neq k}(x - z_j)}{W(x)} dx \right\}, \quad k = 1, \ldots, g
\end{equation}

(the expression in curly brackets in (89) does not contain $z_k$). As before, the solution $d(n)$ needed for the Widom asymptotic formula can be obtained from the general solution $d(t)$ of (89) by substituting discrete values $t = n$, $n \in \mathbb{N}$. As in (88), the parameters $\nu_j = \tau(E_j) = \omega_j (\infty), j = 1, \ldots, g$, play the role of frequencies when the divisor $d(t)$ moves on the torus $\mathbb{T}^g$. If the frequencies $\nu_1, \ldots, \nu_g$ are rationally independent, then the winding line $\{d(t), t \in \mathbb{R}_+\}$ defined by the divisor $d(t)$ is everywhere dense in the torus; if the numbers $\nu_1, \ldots, \nu_g, \nu_{g+1}$ are rationally independent (notice that, by definition, $\nu_1 + \ldots + \nu_{g+1} = 1$), then the integral “lattice” $\{d(n), n \in \mathbb{N}\}$ is everywhere dense in the winding line, and therefore in the entire torus $\mathbb{T}^g$.

We remark that equations of type (89) appear not only in the theory of finite-gap integration but also in the study of other types of equations; see, for example, [13] Theorem 2.2, formulas (2.3)-(2.5)].

All that yields the following corollary to Theorem 1.
Corollary 4.2. If the quantities $\lambda(E_1), \ldots, \lambda(E_{g+1})$ are rationally independent, then, as $n \to \infty$, the quantity
\begin{equation}
2 \log(\alpha_n(n) \cdot e^{-nQ} \cdot \text{const})
\end{equation}
oscillates near zero as $-\sum_{j=1}^{g} g(z_j(n), \infty)$, and the set of limit points of the sequence is the entire interval $[-A, A]$, where $A = \sum_{j=1}^{g} g(z_j^*, \infty)$.

Here, $z_j^* \in [e_{2j}, e_{2j+1}]$, $j = 1, \ldots, g$, are the critical points of Green's function $g(z, \infty)$ (see [18], [48]): $g'(z_j^*, \infty) = 0$.

Indeed, the independence of the “frequencies” $\lambda(E_1), \ldots, \lambda(E_{g+1})$ implies that the points $z_1(n), \ldots, z_g(n)$ satisfying (14) are everywhere dense in the torus $\mathbb{T}^g$. Hence, in the relation (see (13))
\begin{equation}
\alpha_n^2(n) \cdot e^{-2nQ} = \text{const} \prod_{j=1}^{g} \exp\{-g(z_j(n), \infty)\}(1 + O(1)), \quad n \to \infty,
\end{equation}
they can be viewed as varying independently of each other. The corollary now follows.

Remark 4.5. Taking into account the geometric meaning of the harmonic measure (see [18], as well as [44] part 7, Appendix B)), the Widom equations (82) (after replacing $n$ by the time $t$) admit a natural interpretation: the divisor $d(t) = z_1(t) + \ldots + z_g(t)$ (necessarily satisfying (88)) moves on the torus $\mathbb{T}^g$ with a constant “angular” velocity equal to $(2\lambda(E_1), \ldots, 2\lambda(E_g))$ (for details, see [44] part 6, Appendix B)).
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