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Abstract. In this paper some results of a work by Bolotin and Treshchëv are gen-
eralized to the case of $g$-periodic trajectories of Lagrangian systems. Formulae con-
necting the characteristic polynomial of the monodromy matrix with the determinant
of the Hessian of the action functional are obtained both for the discrete and con-
tinuous cases. Applications to the problem of stability of $g$-periodic trajectories are
given. Hill’s formula can be used to study $g$-periodic orbits obtained by variational
methods.

§1. Introduction

At the end of the 19th century the American astronomer and mathematician Hill [2],
studying the nonautonomous second-order differential equation with periodic right-hand
side
$$\ddot{x} = a(t)x, \quad a(t + 2\pi) = a(t),$$
obtained an expression for the multipliers of the monodromy matrix of a periodic solution
in terms of the determinant of a certain infinite matrix $H$, elements of which depend
on the Fourier coefficients of the right-hand side $a(t)$. Later Poincaré [3] explained in
which sense the determinant of the infinite matrix should be understood, and proved its
convergence. This result entered the theory of differential equations under the name of
Hill’s formula. Many years later, at the end of the 20th century, an analogue of Hill’s
formula for periodic solutions was found independently [4], [5] in the so-called discrete
Lagrangian systems of differential equations. Here the analogue of the matrix $H$ is the
finite Hessian matrix of the action functional at the critical point corresponding to a
periodic solution. At approximately the same time, a generalization of Hill’s formula
for a periodic solution of an arbitrary continuous Lagrangian system appeared (see [6], [7]).
Here, $H$ is the Hessian operator of the action functional at the critical point, which is
defined by a periodic solution. Finally, in 2010 Bolotin and Treshchëv published the
survey article [1], which to some extent summarizes all these results. Both versions
of Hill’s formula are considered, its applications to the stability of periodic solutions
are discussed, and the case of degenerate trajectories is studied when Hill’s formula
degenerates. A connection between the dynamical stability of a periodic trajectory and
the Morse index is given. It should be noted that the connection between the dynamical
and geometric properties of a periodic trajectory (index, signature, and so on) was also
studied from another viewpoint in [8], [10] and [11], [12]. The last paper uses an approach
based on the methods of symplectic geometry.

In this paper we extend the results of [1] to the case of solutions which we call $g$-
periodic solutions or trajectories in what follows. We now explain the aim of our paper.
Let $g: M \to M$ be a diffeomorphism of the configuration manifold; $g$-periodic trajectories
are defined to be the solutions of the Lagrangian system that have the following property:

\[(1.1) \quad x_{n+i} = gx_i \quad \text{for any } i \in \mathbb{N} \]

in the discrete case, and

\[(1.2) \quad \gamma(t + \tau) = g\gamma(t) \quad \text{for any } t \in \mathbb{R} \]

in the continuous case. In a situation where \(g\) generates a cyclic group, we obtain a periodic trajectory. However, a \(g\)-periodic trajectory may not be periodic, for example, if \(M\) is a two-dimensional plane and \(g\) is a translation by a fixed vector. In what follows, \(g\) is often an element of a continuous symmetry group of a Lagrangian system.

Thus, in the present paper we consider two types of Lagrangian systems:

- A discrete Lagrangian system (DLS) on a manifold \(M\) with Lagrangian \(L(x,y): M \times M \to \mathbb{R}\), which is \(g\)-invariant, \(L(gx,gy) = L(x,y)\), and satisfies some nondegeneracy condition. Then a \(g\)-periodic trajectory of period \(n\) is a sequence \(x = (x_i)_{i \in \mathbb{Z}}\) satisfying condition (1.1) that is a critical point of the action functional on \(M^n\):

\[
\mathcal{A}(x) = \sum_{i=1}^{n} L(x_i, x_{i+1}), \quad x_{i+n} = gx_i.
\]

- A continuous Lagrangian system (CLS) with configuration manifold \(M\) and a \(\tau\)-periodic Lagrangian \(\mathcal{L}(x,\dot{x},t)\) on \(TM \times \mathbb{R}\) that is \(g\)-invariant, \(\mathcal{L}(g(x),G(x)\dot{x},t) = \mathcal{L}(x,\dot{x},t)\), where \(G(x)\) is the differential of the map \(g\) at the point \(x\), and is strictly convex with respect to the velocity. Then a \(g\)-periodic trajectory \(\gamma\) that satisfies condition (1.2) is a critical point of the action functional

\[
\mathcal{A}(\gamma) = \int_0^{\tau} \mathcal{L}(\gamma(t),\dot{\gamma}(t),t)dt
\]

on the set of \(g\)-periodic curves \(\gamma: \mathbb{R} \to M\) of period \(\tau\).

It is usually possible to reduce a discrete case to a continuous one, but it is more convenient to consider them separately.

We now present Hill’s formula, which has the same form in both cases. Let \(\hat{G}^{-1}P\) be the monodromy matrix of the Poincaré map of a \(g\)-periodic trajectory, where \(P\) is the operator of the period map, \(h\) is the second variation of the action functional on the \(g\)-periodic trajectory, \(H\) is the corresponding Hessian, and \(G\) is the Jacobi matrix of the map \(g\). Then

\[
(1.3) \quad \det(\hat{G}^{-1}P - I) = \sigma(-1)^m \beta \det H,
\]

where \(\hat{G}\) is the Jacobi matrix of the map \(\hat{g}: M^2 \to M^2\), \(\hat{g}(x,y) = (g(x),g(y))\), \(x,y \in M\), \(m = \dim M\), \(\sigma = 1\) for an orientable trajectory, and \(\sigma = -1\) for a nonorientable trajectory (see details in [2.1]). The coefficient \(\beta\) is a positive factor. The sign of the expression \(\sigma(-1)^m \det H\) is important for applications.

Formula (1.3) is the special case with \(\rho = 1\) of the formula

\[
(1.4) \quad \rho^{-m} \det(\hat{G}^{-1}P - \rho I) = \sigma(-1)^m \beta \det H, \quad \rho \in \mathbb{C},
\]

where \(H\) is the matrix that coincides with the Hessian matrix for \(\rho = 1\). The operator \(\hat{G}^{-1}P\) is symplectic, therefore both sides of (1.4) are polynomials of degree \(m\) with respect to \(\rho + \rho^{-1}\). A consequence of Hill’s formula is that the geometric nondegeneracy of a \(g\)-periodic trajectory (the condition \(\det H \neq 0\)) and its dynamical nondegeneracy (the condition that 1 is an eigenvalue of \(\hat{G}^{-1}P\)) are equivalent.

It should be noted that very similar objects in the continuous case were studied in [9].
where $S: \mathbb{R}^{2n} \to \mathbb{R}^{2n}$ is an orthogonal operator. An analogue of Hill’s formula for these solutions was given, which is very similar to the Hill’s formula we obtain here for $g$-periodic trajectories. Since $g$ preserves the Lagrangian, the operator $G: T_{\gamma(0)}M \to T_{\gamma(\tau)}M$ is also orthogonal. Therefore some results in the ‘continuous part’ of our paper can be regarded as a Lagrangian version of the results in $[9]$. Furthermore, in $[9]$ the important special case where $S^m = \text{id}$ was considered separately, and Hill’s formula was given in this case. As in this paper, a connection between the linear stability of a trajectory and its Morse index was indicated.

The main area of application of Hill’s formula is related to the stability of a $g$-periodic trajectory. If we have $\sigma(-1)^m \det H < 0$, then the polynomial $F(\rho) = \det(\hat{G}^{-1}P - \rho I)$ has a root greater than 1. This implies that the $g$-periodic trajectory is unstable. In the nondegenerate situation ($\det H \neq 0$) we have $\text{sign}(\det H) = (-1)^{\text{ind } H}$, where $\text{ind } H$ is the Morse index of the $g$-periodic trajectory. Therefore, if a periodic trajectory is nondegenerate, then by (1.3) the inequality $\sigma(-1)^{m + \text{ind } H} < 0$ implies exponential instability.

A typical situation is when a $g$-periodic trajectory is degenerate. In the continuous case this happens, for example, in the autonomous case. In this case the variational equation has a $G$-periodic solution $\dot{\gamma}(t)$: $\dot{\gamma}(t + \tau) = G(\gamma(t))\dot{\gamma}(t)$. Hence the monodromy matrix has multiplier 1 and Hill’s formula degenerates into the equation $0 = 0$. A trajectory can also degenerate because of the presence of a continuous symmetry group preserving the Lagrangian. This degeneracy generates $G$-periodic solutions and linear integrals of the variational equations. Equation (1.3) is useless for a degenerate periodic trajectory, since both sides of it vanish. Using the order reduction procedure it is possible to obtain a nondegenerate version of Hill’s formula. Here we only consider the least degenerate case, when the Lie algebra $V$ of vector symmetry fields is commutative and the dimension of the generalized eigenspace $N$ for 1 of the operator $\hat{G}^{-1}P$ is equal to $2k$, where $k = \text{dim } V$.

After eliminating all degeneracies we obtain the reduced Hill’s formula, which looks similar, but the corresponding monodromy and Hessian operators $\tilde{P}$ and $H^\perp$ act on smaller spaces:

$$\det(\tilde{P} - I) = \sigma^\perp(-1)^{m-k}\beta^\perp \det H^\perp.$$

Here, $\sigma^\perp \in \{1, -1\}$ and $\beta^\perp > 0$ are parameters of the reduced system.

To use the reduced Hill’s formula in applications, it is necessary to understand the connection between $\sigma$ and $\sigma^\perp$, and also between $\text{ind } H$ and $\text{ind } H^\perp$, the Morse indices of the Hessians in the original and reduced systems. That is, given $\sigma$ and $\text{ind } H$, we must obtain $\sigma^\perp$ and $\text{ind } H^\perp$, which determine the stability of a trajectory. In §§3.4 and 5.5 the main result is proved:

$$\sigma(-1)^{\text{ind } H} = \sigma^\perp(-1)^{\text{ind } H^\perp + \text{ind } b},$$

where the quadratic form $b$ on the generalized eigenspace $N = \text{Ker}(\hat{G}^{-1}P - I)^2$ is defined by the equation $b(v) = \omega((\hat{G}^{-1}P - I)v, v)$.

As an example, we consider autonomous Lagrangian systems that have no other degeneracies: $\text{dim } V = 1$ and $k = 1$. A $g$-periodic trajectory $\gamma$ belongs to a smooth family of $g$-periodic trajectories. In this situation,

$$(-1)^{\text{ind } b} = -\text{sign} \left(\frac{dE}{d\tau}\right),$$

where $E$ and $\tau$ are the energy and period along this family. It follows from the reduced Hill’s formula that if

$$\sigma(-1)^{m + \text{ind } H} \frac{dE}{d\tau} < 0,$$

(1.5)
then \( \gamma \) has a real multiplier \( \rho > 1 \). The sign of \( dE/d\tau \) can be calculated, and as an example we do this for the problem of finding the motion of a point in \( \mathbb{R}^m \) in a homogeneous potential force field (Example 5.22).

The paper consists of two parts: discrete and continuous. As already mentioned above, each case can be reduced to the other, but it makes sense to consider them separately. In §2 we first give the definition and basic properties of discrete Lagrangian systems (DLS). Then we prove Hill’s formula for a \( g \)-periodic trajectory of a DLS (Theorem 2.15). In §2.4 as an application we give some sufficient conditions for periodic trajectories to be unstable. We devote special attention to studying the stability of billiard \( g \)-periodic trajectories of arbitrary dimension. It turns out that any \( g \)-periodic trajectory \( x \) of period \( n \) of a billiard inside a hypersurface in \( \mathbb{R}^{m+1} \) such that \((-1)^{m+n+\text{ind}(x)} < 0\) is exponentially unstable. We present several examples in §2.5.

We next turn to studying the degenerate case where the monodromy matrix has eigenvalue 1. We give the reduced Hill’s formula and indicate a connection between the indices of the bilinear forms \( h^\perp \) and \( h \), which makes it possible to use the reduced Hill’s formula in the problem of orbital stability. To do this we consider DLSs with symmetries in §3. Here many of the results are similar to the results in [1]; therefore we do not give the proofs of auxiliary assertions but simply state the results.

Section 4 is devoted to continuous Lagrangian systems. In this case the space of variations has infinite dimension, which makes the proof of Hill’s formula somewhat more difficult. We present several versions of this formula similar to the discrete case. We indicate applications to the problem of the stability of \( g \)-periodic orbits in Lagrangian systems.

The main result of this part is: let \( \gamma \) be a nondegenerate \( g \)-periodic geodesic on an \( m \)-dimensional manifold and suppose that \( \sigma(-1)^{m+\text{ind}\gamma} < 0 \). Then this geodesic is exponentially unstable (Assertion 4.35). Later on in the section we consider the case of orbit degeneracy. We present the reduced Hill’s formula. As in the discrete case, we study the connection between the Morse index of a \( g \)-periodic trajectory of the original system and the corresponding solution of the reduced system and present applications of this formula to the problem of stability in Lagrangian systems with symmetry.

Finally, in §5.6 as an example of a degenerate Lagrangian system, we consider an autonomous system — the motion of a point in \( \mathbb{R}^m \) in a force field with homogeneous potential of degree \( k \), where \( k(k-2) \neq 0 \). Here the main result is as follows: suppose that a \( g \)-periodic trajectory \( \gamma \) has exactly 2 multipliers equal to 1 and \((-1)^{m+\text{ind}\gamma}(k-2)k < 0\). Then \( \gamma \) has a real multiplier \( \rho > 1 \).

2. The discrete case

2.1. Discrete Lagrangian systems (DLS). Let \( M \) be an \( m \)-dimensional smooth manifold, and \( L: M^2 \to \mathbb{R} \) a smooth function on \( M^2 = M \times M \). In what follows we use the notation

\[
\partial_1 L(x,y) = \frac{\partial L(x,y)}{\partial x}, \quad \partial_2 L(x,y) = \frac{\partial L(x,y)}{\partial y}, \quad B(x,y) = -\partial_1 \partial_2 L(x,y).
\]
In local coordinates,
\[
B(x, y) = \left( \begin{array}{cccc}
\frac{\partial^2 L}{\partial y_1 \partial x_1} & \cdots & \frac{\partial^2 L}{\partial y_1 \partial x_m} \\
\vdots & \ddots & \vdots \\
\frac{\partial^2 L}{\partial y_m \partial x_1} & \cdots & \frac{\partial^2 L}{\partial y_m \partial x_m}
\end{array} \right).
\]

We call $L$ a discrete Lagrangian if the following condition holds.

**Twisting condition.** $B(x, y)$ is nondegenerate for all $x, y \in M$.

**Remark 2.1.** For our purposes it is sufficient that the nondegeneracy condition holds in some neighborhood of the trajectory under consideration.

Any discrete Lagrangian $L$ determines the map $T: M^2 \to M^2$, $T(x, y) = (y, z)$, locally, where the point $z = z(x, y)$ is defined by the equation
\[
(2.1) \quad \frac{\partial}{\partial y} \left( L(x, y) + L(y, z) \right) = \partial_2 L(x, y) + \partial_1 L(y, z) = 0.
\]

By the implicit function theorem the twisting condition allows us to give a unique local expression for the map $z = z(x, y)$. In the general situation, $T$ is a multi-valued map with the graph
\[
\Gamma = \{(x, y, y, z) \in M^2 \times M^2 : \partial_2 L(x, y) + \partial_1 L(y, z) = 0\}.
\]

More details about systems with a multi-valued Lagrangian can be found in [13].

The dynamical system defined by the map $T$ is called a discrete Lagrangian system (DLS) with configuration space $M$ and Lagrangian $L$.

**Remark 2.2.** A discrete Lagrangian is determined up to multiplication by a nonzero constant, up to adding a constant, and up to a gauge transformation $L(x, y) \mapsto L(x, y) + f(x) - f(y)$, where $f: M \to \mathbb{R}$ is a smooth function.

Billiards give an important example of DLSs.

**Definition 2.3.** Let $M$ be a smooth convex hypersurface in $\mathbb{R}^{m+1}$. A billiard is defined to be a DLS with the Lagrangian $L(x, y) = |x - y|$.

One can show that in this case the bilinear form $B(x, y): T_x M \to T_y^* M$ acts by the rule
\[
(2.2) \quad \langle B(x, y)v, w \rangle = \frac{\langle v, w \rangle - \langle v, e \rangle \langle w, e \rangle}{|x - y|}, \quad e = \frac{x - y}{|x - y|}.
\]

**Assertion 2.4.** We have $\det B(x, y) < 0$.

**Proof.** Suppose that $M$ is oriented as the boundary of the domain bounded by it. Let $\Pi(x, y): T_x M \to T_y M$ be given by $\Pi v = v + x - y$ for $v \in T_x M$. Then
\[
\langle B(x, y)v, \Pi(x, y)v \rangle = \frac{|v|^2 - \langle v, e \rangle^2}{|x - y|} > 0 \quad \text{for all } v \in T_x M \setminus \{0\}.
\]

The map $\Pi(x, y)$ changes orientation; consequently, $\det B(x, y) < 0$. \qed

**Remark 2.5.** Unlike its sign, the determinant of the matrix of the bilinear form $B(x, y)$ is not uniquely determined.

For more details about DLSs see [13] and [14].
2.2. $g$-periodic trajectories. Let $g : M \to M$ be a diffeomorphism of the configuration manifold onto itself. We say that $g$ preserves the Lagrangian $L$ if $L(gx, gy) = L(x, y)$ for any $x, y \in M$. We also denote the differential of $g$ at the point $x$ by $Dg(x)$.

Definition 2.6. A sequence of points $(x_i)_{i \in \mathbb{Z}} \subset M$ is said to be $g$-periodic with period $n$ if $x_{i+n} = gx_i$ for any $i$.

Let $x = (x_i)_{i \in \mathbb{Z}}$ be a $g$-periodic sequence. We define the action functional on the class of $g$-periodic sequences $x$ on $M$:

\[
\mathcal{A}(x) \overset{\text{def}}{=} L(x_1, x_2) + L(x_2, x_3) + \cdots + L(x_n, gx_1).
\]

Remark 2.7. The action functional is well defined, since $\mathcal{A}(x)$ is independent of the choice of $n$ consecutive points of the trajectory $x$.

Proof. We verify that $\mathcal{A}(x)$ does not change under a shift of the segment $x_1, \ldots, x_n$. Let

\[
\mathcal{B}(x) = L(x_2, x_3) + L(x_2, x_3) + \cdots + L(x_n, gx_1) + L(gx_1, gx_2).
\]

Then

\[
\mathcal{A}(x) - \mathcal{B}(x) = L(x_1, x_2) - L(gx_1, gx_2) = 0,
\]

since $g$ preserves the Lagrangian.

 Assertion 2.8. A $g$-periodic sequence $x$ is a trajectory of the DLS if and only if $x$ is a critical point of the functional $\mathcal{A}(x)$.

Proof. Let $x = (x_i)_{i \in \mathbb{Z}}$ be a critical point of the functional, that is, $\partial \mathcal{A}(x)/\partial x_i = 0$ for all $i = 1, \ldots, n$. Then

\[
\frac{\partial L(x_1, x_2)}{\partial x_1} + \frac{\partial L(x_n, gx_1)}{\partial (gx_1)} Dg(x_1) = 0,
\]

\[
\frac{\partial L(x_i-1, x_i)}{\partial x_i} + \frac{\partial L(x_i, x_{i+1})}{\partial x_{i+1}} = 0, \quad i = 2, \ldots, n, \quad x_{n+1} = gx_1.
\]

By transforming the first expression to

\[
\frac{\partial L(x_1, x_2)}{\partial x_1} + \frac{\partial L(x_n, gx_1)}{\partial x_1} = \frac{\partial L(gx_1, gx_2)}{\partial \hat{x}_1} + \frac{\partial L(x_n, gx_1)}{\partial \hat{x}_1}
\]

\[
= (\partial_2 L(x_n, x_{n+1}) + \partial_1 L(x_{n+1}, x_{n+2})) Dg(x_1) = 0,
\]

we see that $(x_i)_{i \in \mathbb{Z}}$ is a trajectory of the DLS.

We define the map

\[
\hat{g} : M^2 \to M^2, \quad \hat{g}(a) \overset{\text{def}}{=} (gx_0, gx_1) \in M^2, \quad a = (x_0, x_1) \in M^2.
\]

Let $x = (x_1, \ldots, x_n) \in M^n$ be $n$ consecutive points of a $g$-periodic trajectory $(x_i)_{i \in \mathbb{Z}}$. We define $H = \partial^2 \mathcal{A}(x)/\partial x^2$ to be the Hessian of the action at the point $x \in M^n$. We denote the differentials of the maps $T : M^2 \to M^2$ and $T^n : M^2 \to M^2$ by

\[
P_i = DT(x_{i-1}, x_i), \quad x_0 = g^{-1}x_n,
\]

\[
P = DT^n(a) : T^n M^2 \to T^n M^2.
\]

The explicit form of the Hessian of the action is

\[
H = \begin{pmatrix}
A_1 & -B_1^* & 0 & \cdots & -G^*(x_1)B_n \\
-B_1 & A_2 & -B_2^* & \cdots & 0 \\
0 & -B_2 & A_3 & \cdots & 0 \\
& & \cdots & \cdots & \cdots \\
-B_n^*G(x_1) & 0 & 0 & \cdots & A_n
\end{pmatrix},
\]
Here, the $A_i, B_i$ are $m \times m$ matrices:

$$A_i = \frac{\partial^2 \mathcal{L}(x)}{\partial x_i^2} = \partial_2 \partial_2 L(x_{i-1}, x_i) + \partial_1 \partial_1 L(x_i, x_{i+1}), \quad i = 1, \ldots, n,$$

$$B_i = B(x_i, x_{i+1}), \quad i = 1, \ldots, n, \quad x_{n+1} = gx_1.$$

$G$ is the Jacobian matrix of the map $g$.

By the chain rule,

$$\frac{\partial^2 L(x, gy)}{\partial x \partial y} = G^*(y) \partial_2 \partial_2 L(x, gy).$$

It is also easy to verify that on a $g$-periodic trajectory we have

$$\frac{\partial^2 L(x_1, x_2)}{\partial x_1^2} + \frac{\partial^2 L(x_n, gx_1)}{\partial x_1^2} = G(x_1)^* \left( \partial_1 \partial_1 L(gx_1, gx_2) + \partial_2 \partial_2 L(x_n, gx_1) \right) G(x_1).$$

**Definition 2.9.** Let $u = (u_1, \ldots, u_n)$, where $u_i \in T_x M, i = 1, \ldots, n, u_{n+i} = Gu_i$. We call the system $Hu = 0$ the system of variational equations.

**Assertion 2.10.** A vector $u$ satisfies the system of variational equations if and only if $P_i(u_{i-1}, u_i) = (u_i, u_{i+1})$,

$$u_0 \in T_{x_0} M, \quad u_{n+1} \in T_{x_{n+1}} M, \quad u_0 = (G(x_0))^{-1} u_n, \quad u_{n+1} = G(x_1) u_1.$$

**Proof.** We calculate $A_1, A_i, i = 2, \ldots, n$, and $B_i$ explicitly:

$$A_1 = (G(x_1))^* \left( \partial_1 \partial_1 L(gx_1, gx_2) + \partial_2 \partial_2 L(x_n, gx_1) \right) G(x_1),$$

$$A_i = \partial_1 \partial_1 L(x_{i-1}, x_i) + \partial_2 \partial_2 L(x_i, x_{i+1}), \quad i = 2, \ldots, n,$$

$$B_i = B(x_i, x_{i+1}) = -\partial_1 \partial_2 L(x_i, x_{i+1}).$$

We write the condition $Hu = 0$:

$$A_1 u_1 - B_1^* u_2 - G^*(x_1) B_n u_n = 0 \quad \text{for } i = 1,$$

$$-B_{i-1} u_{i-1} + A_i u_i - B_i^* u_{i+1} = 0 \quad \text{for } i = 2, \ldots, n-1,$$

$$-B_n^* G(x_1) u_1 - B_{n-1} u_{n-1} + A_n u_n = 0 \quad \text{for } i = n.$$  

We rewrite the last equation in the form

$$-B^* u_{n+1} - B_{n-1} u_{n-1} + A_n u_n = 0, \quad u_{n+1} = G(x_1) u_1.$$

We need to consider three separate cases: $i = 1, 2 \leq i \leq n-1$, and $i = n$. For example, consider the case $i = 1$. In the other cases the arguments are similar. We have

$$P_1 = DT(x_0, x_1), \quad T(x_0, x_1) = (x_1, x_2).$$

Then the matrix $P_1$ has the form

$$\left( \begin{array}{c} \frac{\partial x_1}{\partial x_0} \\ \frac{\partial x_2}{\partial x_0} \end{array} \right) = \left( \begin{array}{cc} 0 & I \\ \frac{\partial x_2}{\partial x_0} & \frac{\partial x_2}{\partial x_1} \end{array} \right).$$

We find $\partial x_2/\partial x_0$ and $\partial x_2/\partial x_1$ from the equation

$$\frac{\partial L(x_0, x_1)}{\partial x_1} + \frac{\partial L(x_1, x_2)}{\partial x_1} = 0.$$

Recall that if $F(x_0, x_1, x_2) = 0$, then

$$\frac{\partial x_2}{\partial x_0} = -\frac{\partial F}{\partial x_2} \frac{\partial F^{-1}}{\partial x_0}, \quad \frac{\partial x_2}{\partial x_1} = -\frac{\partial F}{\partial x_2} \frac{\partial F^{-1}}{\partial x_1}.$$
Consequently,
\[
\begin{align*}
\frac{\partial F}{\partial x_2} &= \frac{\partial}{\partial x_2} \frac{\partial L(x_1, x_2)}{\partial x_1} - \frac{\partial}{\partial x_1} L(x_1, x_2) = -B_1^* , \\
\frac{\partial F}{\partial x_0} &= \frac{\partial}{\partial x_0} \frac{\partial L(gx_0, gx_1)}{\partial x_1} = -G^*(x_1)B_0G(x_0) , \\
\frac{\partial F}{\partial x_1} &= \frac{\partial}{\partial x_1} \frac{\partial L(x_0, x_1)}{\partial x_1} + \frac{\partial}{\partial x_1} \frac{\partial L(x_0, x_2)}{\partial x_1} = A_1 .
\end{align*}
\]
Then
\[
P_1(u_0, u_1) = \begin{pmatrix} 0 & I \\ -(B_1^*)^{-1}G^*(x_1)B_0G(x_0) & (B_1^*)^{-1}A_1 \end{pmatrix} \begin{pmatrix} u_0 \\ u_1 \end{pmatrix} = \begin{pmatrix} u_1 \\ -(B_1^*)^{-1}G^*(x_1)B_0G(x_0)u_0 + A_1u_1 \end{pmatrix} = \begin{pmatrix} u_1 \\ -(B_1^*)^{-1}G^*(x_1)B_nu_n + A_1u_1 \end{pmatrix} .
\]
Consequently,
\[
u_2 = (B_1^*)^{-1}(-G^*(x_1)B_nu_n + A_1u_1),
\]
and this means that \(P_1(u_0, u_1) = (u_1, u_2)\).

**Corollary 2.11.** The equation \(Hu = 0\) holds if and only if \(P(u_1, u_2) = \hat{G}(u_1, u_2)\), where \(\hat{G}(u_1, u_2) \equiv (Gu_1, Gu_2)\).

**Proof.** We have
\[
P \equiv DT^n(a) \implies P(a) = DT(x_0, x_1) \circ DT(x_1, x_2) \circ \cdots \circ DT(x_{n-1}, x_n) .
\]
Therefore this assertion follows from the preceding lemma.

### 2.3. Sequences which are \(g\)-quasiperiodic

From here on \(T_x, M\) will denote its complexification. We now define a generalization of the Hessian \(H\).

**Definition 2.12.** Let \(S^1 = \{ \rho \in \mathbb{C} : |\rho| = 1 \}\). A sequence \(u_i \in T_x, M\) is said to be \(g\)-quasiperiodic if \(u_{n+1} = \rho G(x_1)u_i\), where \(\rho \in S^1\).

Let \((u_j)_{j \in \mathbb{Z}}\) be a \(g\)-quasiperiodic vector sequence satisfying the condition \(P_1(u_{i-1}, u_i) = (u_i, u_{i+1})\). Then \(u\) satisfies the following system of variational equations:
\[
\begin{align*}
A_1u_1 - B_1^*u_2 - \rho^{-1}G^*(x_1)B_nu_n &= 0 , \\
-B_{i-1}u_{i-1} + A_iu_i - B_i^*u_{i+1} &= 0 , \quad i = 2, \ldots, n - 1 , \\
-\rho B_n^*u_{n+1} - B_{n-1}u_{n-1} + A_nu_n &= 0 .
\end{align*}
\]
The \(\rho\)-Hessian \(H_\rho\) corresponds to this system and has the form
\[
H_\rho = \begin{pmatrix}
A_1 & -B_1^* & 0 & \cdots & -\rho^{-1}G^*(x_1)B_n \\
-B_1 & A_2 & -B_2^* & \cdots & 0 \\
0 & -B_2 & A_3 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots \\
-\rho B_n^*G(x_1) & 0 & 0 & \cdots & A_n
\end{pmatrix} .
\]

**Assertion 2.13.** Suppose that \(H_\rho u = 0\). Then \(P_i(u_{i-1}, u_i) = (u_i, u_{i+1})\), \(i = 1, \ldots, n\).
The proof is similar to the proof of Assertion 2.10.

Corollary 2.14. If $H_\rho u = 0$, then $P(u_1, u_2) = (\rho Gu_1, \rho Gu_2) = \rho \tilde{G}(u_1, u_2)$.

Theorem 2.15 (Hill’s formula). For any $\rho \in \mathbb{C} \setminus \{0\}$,

$$
\rho^{-m} \det(\tilde{G}^{-1}(a)P - \rho I) = \frac{(-1)^m \det H_\rho}{\det G^2(x_1) \prod_{i=1}^n \det B_i}.
$$

Proof. Both sides of (2.4) are polynomials of degree $m$ with respect to $\rho + \rho^{-1}$. Let

$$
E(\rho) = \det(\tilde{G}^{-1}(a)P - \rho I) \det G^2(x_1), \quad F(\rho) = (-1)^m \rho^m \frac{\det H_\rho}{\prod_{i=1}^n \det B_i}.
$$

These are polynomials of degree $2m$ with respect to $\rho$. It follows from Corollary 2.14 that $\det(\tilde{G}^{-1}(a)P - \rho I) = 0$ is equivalent to $\det H_\rho = 0$, and so they have the same roots. We claim that the leading terms of $E(\rho)$ and $F(\rho)$ coincide.

The coefficient of the highest power of $E(\rho)$ is equal to $\det G^2(x_1)$, since the matrix $P$ has size $2m \times 2m$. In coordinates, $H_\rho$ is an $mn \times mn$ matrix that coincides with $H$ with two exceptions: in the right upper $m \times m$ block $-G^*(x_1)B_n$ is replaced by $-\rho G^*(x_1)B_n$, and in the left lower block of size $m \times m$ the matrix $-B^*G(x_1)$ is replaced by $-\rho B^*G(x_1)$. Consequently, the coefficient of the highest power of the polynomial $F(\rho)$ is equal to

$$
(-1)^m (-1)^{mn} (-1)^{m(n-1)} \prod_{i=1}^n \det B_i \det G^2(x_1) \left( \prod_{i=1}^n \det B_i \right)^{-1} = (-1)^{mn(m+1)} \det G^2(x_1) = \det G^2(x_1).
$$

Thus, the leading terms of the polynomials $E(\rho)$ and $F(\rho)$ coincide. Thus, the polynomials $E(\rho)$ and $F(\rho)$ have the same degree, roots and leading terms, and therefore they coincide.

$$
\text{Corollary 2.16. For } \rho = 1 \text{ we have}

\det(\tilde{G}^{-1}(a)P - I) \det G^2(x_1) = \sigma(x)(-1)^m \beta \det H,
$$

(2.5)

$$
\sigma(x) = \text{sign} \left( \prod_{i=1}^n \det B_i \right), \quad \beta = \left| \prod_{i=1}^n \det B_i \right|^{-1}.
$$

2.4. Some applications of Hill’s formula. Let $\text{ind } H$ denote the Morse index of $\mathcal{A}$ at a critical point $x$, in other words, the dimension of the negative subspace of the quadratic form $H$.

Corollary 2.17. It follows from (2.5) that

$$
\det(\tilde{G}^{-1}(a)P - I) = 0 \text{ if and only if } \det H = 0.
$$

Thus, if the determinants do not equal zero, then by continuity they both remain nonzero under a small deformation of the orbit. This means that under a small deformation of $T$ a nondegenerate $g$-periodic trajectory does not vanish and $\text{ind } H$ remains the same.

Now suppose that both sides of formula (2.4) are nonzero.

Corollary 2.18. It follows from (2.5) that

$$
\sigma(x)(-1)^{m + \text{ind } H} \det(\tilde{G}^{-1}(a)P - I) > 0.
$$

Definition 2.19. We say that a $g$-periodic trajectory is linearly stable if a fixed point of the map $\tilde{g}^{-1} \circ T^m: M^2 \to M^2$ is stable in the linear approximation.
Definition 2.20. The matrix $G^{-1}(a)P$ is called the monodromy matrix, and its eigenvalues are called the multipliers of the $g$-periodic trajectory.

Assertion 2.21. If $\det(\hat{G}^{-1}(a)P - I) < 0$, then there exists a real multiplier $\rho > 1$.

Proof. Consider the characteristic polynomial

$$F(\rho) = \det(\hat{G}^{-1}(a) - \rho I).$$

Since $F(\rho)$ is a continuous function and $P$ is an even-dimensional matrix, we have $F(+\infty) = +\infty$ and $F(1) < 0$. Consequently, there exists $\rho^* \in (1, +\infty)$ such that $F(\rho^*) = 0$. \hfill \Box

Corollary 2.22. In the case $\sigma(x)(-1)^{m+\text{ind}H} < 0$, the trajectory $x$ is unstable: there exists a real multiplier $\rho > 1$.

Corollary 2.23. Suppose that $\sigma(x)(-1)^{m+n} < 0$ and $x$ is a nondegenerate local maximum of the action $\mathcal{A}$. Then $x$ is dynamically unstable.

Corollary 2.24. Suppose that $\sigma(x)(-1)^m < 0$ and $x$ is a nondegenerate local minimum of the action $\mathcal{A}$. Then $x$ is dynamically unstable: there exists a real multiplier $\rho > 1$.

It follows from Assertion 2.4 that $\sigma(x) = (-1)^n$ for a billiard trajectory.

Corollary 2.25. Suppose that a $g$-periodic billiard trajectory of period $n$ is such that $(-1)^{m+n+\text{ind}H} < 0$. Then the billiard trajectory is unstable.

2.5. Examples. We illustrate the applications of Hill’s formula for $g$-periodic solutions by examples.

Example 2.26. Consider a cylindrical surface with mirrored inner surface which has periodic structure along the axis. A ray of light enters this tube and is reflected inside it by the law the angle of incidence equals the angle of reflection. One can show that this condition is equivalent to the fact that a sequence of reflection points is a trajectory of a discrete Lagrangian system with the Lagrangian $L(x, y) = |x - y|$. As a result we obtain a billiard. Suppose that the reflection points of the ray form a $g$-periodic sequence of period $n$. Using Hill’s formula, in a number of cases it is possible to prove that such a billiard trajectory is unstable. As a model example we consider a planar billiard in a band with periodic structure whose boundary is defined by the following equations in a Cartesian system of coordinates $(x, y)$:

$$y_1 = h - \cos x, \quad y_2 = -h - \cos x, \quad h > 1.$$
**Hill's Formula for $g$-Periodic Trajectories**

Here, $g$ is the translation along the $x$-axis by $\pi$ and $n = 2$. In this case the Hessian matrix takes the form

$$H = \begin{pmatrix}
\frac{(2h - 2)^2 + (2h - 2)^3}{(\pi^2 + (2h - 2)^2)^{3/2}} & \frac{(2h - 2)^2}{(\pi^2 + (2h - 2)^2)^{3/2}} \\
\frac{(2h - 2)^2}{(\pi^2 + (2h - 2)^2)^{3/2}} & \frac{(2h - 2)^2 + (2h - 2)^3}{(\pi^2 + (2h - 2)^2)^{3/2}}
\end{pmatrix}.$$ 

Since $h > 1$, it follows that $\text{ind} H = 0$. Then $(-1)^{m+n+\text{ind} H} = (-1)^{1+2} < 0$; hence the trajectory is unstable.

**Example 2.27.** Hill’s formula for $g$-periodic trajectories can also be useful for studying the stability of periodic trajectories when Hill’s formula for periodic trajectories cannot help. This can happen, for example, if a billiard trajectory has symmetry. The fact is that the period and index of a periodic trajectory and of the corresponding $g$-periodic trajectory are different. Let $\text{ind} H_{\text{per.}}$ denote the Morse index of the periodic trajectory, and $\text{ind} H_g$ the Morse index of the $g$-periodic trajectory, where $g$ is a symmetry of the billiard trajectory, $n$ is the period of the periodic trajectory, and $k$ of the $g$-periodic one. Then a situation is possible where $(-1)^{m+n+\text{ind} H_{\text{per.}}} = 1$ and $(-1)^{m+k+\text{ind} H_g} = -1$.

### §3. Degeneracy in Hill’s Formula

Hill’s formula provides nontrivial information in the case when a $g$-periodic trajectory is nondegenerate. In this section we consider the degenerate case, present a reduced version of Hill’s formula, and make it applicable to solving the stability problem.

The results of this section are similar to the results of the corresponding chapter in [1]; therefore we shall not give the proofs of the auxiliary results, but just state them.

#### 3.1. Symplectic Reduction for the Poincaré Map

Suppose that a $g$-periodic trajectory is degenerate. Then the linear Poincaré map $\tilde{G}^{-1}P: \tilde{W} \to \tilde{W}$ has eigenvalue 1: there exists $w \neq 0$ such that $Pw = \tilde{G}w$. Since $\tilde{G}^{-1}P$ is symplectic, we have $\omega(w, \tilde{G}^{-1}Pu) = \omega(w, u)$, so that $K_w(u) = \omega(w, u)$ is a linear first integral of $\tilde{G}^{-1}P$. Then $\tilde{G}^{-1}P$ can be reduced to a linear symplectic map $\tilde{P}: \tilde{W} \to \tilde{W}$ of lower dimension. Suppose that there are several eigenvectors corresponding to the eigenvalue 1. Let $V \subset \{ w \in \tilde{W} : \tilde{G}^{-1}Pw = w \}$. Then $\tilde{G}^{-1}P$ has the first integral $K: \tilde{W} \to V^\ast$: for $w \in V$ we obtain $\langle K(u), w \rangle = K_w(u).$ In what follows we assume that $V$ is isotropic: $\omega|_V = 0$. Then $V \subset K^{-1}(0)$. We set $\tilde{W} = K^{-1}(0)/V$.

**Proposition 3.1.** The operator $\tilde{G}^{-1}P$ generates a reduced symplectic operator $\tilde{P}: \tilde{W} \to \tilde{W}$ such that the diagram

$$
\begin{array}{ccc}
V & \xrightarrow{\tilde{G}^{-1}P} & V \\
\downarrow & & \downarrow \\
\tilde{W} & \xrightarrow{\tilde{P}} & \tilde{W}
\end{array}
$$

is commutative. Moreover,

$$\det(\tilde{G}^{-1}P - \rho I_V) = (1 - \rho)^{2k} \det(\tilde{P} - \rho I_{\tilde{W}}), \quad k = \dim V.$$ 

#### 3.2. Routh Order Reduction for Linear Discrete Lagrangian Systems

We now translate Proposition 3.1 into the language of the system of variational equations, that is, the linear Lagrangian system $(E, \Lambda)$. To every eigenvector $w$ of the Poincaré map $\tilde{G}^{-1}P$ there corresponds a nonzero $G$-periodic solution $w = (w_i)$ of the variational equations.
Assertion 3.2. The solution \( w \) has the corresponding linear first integral \( I_j(u_j, u_{j+1}) = \langle B_j w_j, u_{j+1} \rangle - \langle B_j u_j, w_{j+1} \rangle \).

Indeed, if \( u = (u_j) \) is a solution of the system \( Hu = 0 \), then

\[
0 = \langle A_1 w_1 - B_1 w_2 - G^* (x_1) B_n w_0, u_1 \rangle - \langle A_1 u_1 - B_1^* u_2 - B_n^* G(x_1) u_0, w_1 \rangle \\
= I_1(u_1, u_2) - I_0(u_0, u_1),
\]

\[
0 = \langle A_j w_j - B_j^* w_{j+1} - B_{j-1} w_{j-1}, u_j \rangle - \langle A_j u_j - B_j^* u_{j+1} - B_{j-1} u_{j-1}, w_j \rangle \\
= I_j(u_j, u_{j+1}) - I_{j-1}(u_{j-1}, u_j), \quad j = 2, \ldots, n - 1.
\]

Thus,

\[
(3.1) \quad I_{j-1}(u_{j-1}, u_j) = I_j(u_j, u_{j+1}).
\]

In fact, \( I_j(u_j, u_{j+1}) = K_w(u) \), where \( K_w \) is an integral of the Poincaré map and \( u \in W \) corresponds to the trajectory \( (u_j) \).

We now suppose that there are several eigenvectors and \( V \subset \ker(\hat{G}^{-1} P - I) \) is an isotropic subspace. Let \( \Gamma \subset X \) denote the space of \( G \)-periodic trajectories corresponding to \( V \). Let \( w^\alpha \in V, \alpha = 1, \ldots, k \), be a basis in \( V \). Then the corresponding \( G \)-periodic trajectories \( \mathbf{w}^\alpha = (w_i^\alpha) \) form a basis in \( \Gamma \). Let

\[
I_j^\alpha(u_j, u_{j+1}) = \langle B_j w_j^\alpha, u_{j+1} \rangle - \langle B_j u_j, w_{j+1}^\alpha \rangle
\]

be the corresponding integrals of the variational equations. Since \( V \) is isotropic, the integrals commute:

\[
(3.2) \quad I_j^\alpha(w_j^\beta, w_{j+1}^\beta) = \langle B_j w_j^\alpha, w_{j+1}^\beta \rangle - \langle B_j w_j^\beta, w_{j+1}^\alpha \rangle = \omega(w^\alpha, w^\beta) = 0.
\]

We set \( I_j = (I_j^1, \ldots, I_j^k) \).

In what follows we shall need several nondegeneracy conditions.

**Condition A.** The symmetric matrix

\[
K_i = (k_i^{\alpha \beta}), \quad k_i^{\alpha \beta} = \langle B_i w_i^\alpha, w_{i+1}^\beta \rangle,
\]

is nondegenerate for all \( i \). We set \( (k_{\alpha \beta}) = (k_i^{\alpha \beta})^{-1} = K_i^{-1} \).

**Condition B.** The matrix

\[
(3.3) \quad \bar{K} = \sum_{i=1}^n K_i^{-1} = (k_{\alpha \beta}), \quad \bar{k}_{\alpha \beta} = \sum_{i=1}^n k_{\alpha \beta i},
\]

is nondegenerate.

**Notation.**

\[
F_i = \{ w_i : \mathbf{w} \in \Gamma \} = \text{span}(w_i^1, \ldots, w_i^k) \subset E_i,
\]

\[
\hat{G}_i u_i = G_i u_i - k_{\alpha \beta i} (B_i w_{i-1}^\alpha, u_i) w_i^\beta, \quad u_i \in E_i,
\]

\[
\hat{G}(u_i) = (\hat{G} u_i, \hat{G} u_{i+1}).
\]

The period map \( \hat{G} \bar{P} \) corresponds to the reduced linear Lagrangian system \( (\bar{E}, \bar{\Lambda}) \) with \( \bar{E}_i = E_i/F_i \), which is obtained from the system \( (E, \Lambda) \) using the Routh order reduction. It follows from Condition A that \( \dim F_i = k \), and therefore the reduced configuration space \( \bar{E}_i = E_i/F_i \) is identified with

\[
E_i^\perp = \{ u \in E_i : \langle B_i^{-1} w_{i-1}^\alpha, u \rangle = 0, \alpha = 1, \ldots, k \}.
\]
by the projection \( \Pi_i: E_i \to E_i^\perp \):
\[
(3.4) \quad \Pi_i u = u_i - k_{\alpha\beta_i}(B_{i-1}w_{i-1}^\alpha, u)w_i^\beta.
\]
We can represent any vector \( u_i \in E_i \) by
\[
(3.5) \quad u_i = v_i + \lambda_{\beta_i}w_i^\beta, \quad v_i = \Pi_i u_i \in E_i^\perp, \quad \lambda_{\beta_i} = k_{\alpha\beta_i-1}(B_{i-1}w_{i-1}^\alpha, u).
\]

**Lemma 3.3.** Suppose that \( u, v \) are such that \( u_i = v_i \in F_i \):
\[
(3.6) \quad u_i = v_i + \lambda_{\beta_i}w_i^\beta.
\]
Then \( I_i^\alpha(u_i, u_{i+1}) = c^\alpha \) for all \( \alpha = 1, \ldots, k \) and all \( i \) if and only if
\[
(3.7) \quad \lambda_{\alpha_i} = \lambda_{\alpha_{i+1}} - \lambda_{\alpha_i} = k_{\alpha\beta_i}(c^\beta - I_i^\beta(v_i, v_{i+1})).
\]
Equation (3.6) follows from \( c^\alpha = I_i^\alpha(u_i, u_{i+1}) = I_i^\alpha(v_i, v_{i+1}) + k_{i}^{\alpha\beta} \Delta \lambda_{\beta_i} \). \( \square \)

We now state Routh’s theorem for DLSs.

**Theorem 3.4.** Let \( u = (u_i), u_i \in E_i \), be a trajectory of the system \((E, \Lambda)\) such that \( I_i(u_i, u_{i+1}) = 0 \). Then \( v = (v_i), v_i = \Pi_i u_i \in E_i^\perp \), is a trajectory of the linear Lagrangian system \((E^\perp, \Lambda^\perp)\) with the Lagrangian
\[
\Lambda_i^\perp(v_i, v_{i+1}) = \frac{1}{2} \langle A_i v_i, v_i \rangle - \langle B_i v_i, v_{i+1} \rangle + \frac{1}{2} \langle C_i v_i, v_i \rangle,
\]
where
\[
(\langle C_i v_i, v_i \rangle = k_{\alpha\beta_i}(B_i v_i, w_{i+1}^\alpha)\langle B_i v_i, w_{i+1}^\beta \rangle).
\]
Conversely, if \( v \) is a trajectory of the system \((E^\perp, \Lambda^\perp)\), then there exists a trajectory \( u \) of the system \((E, \Lambda)\) defined \( \bmod \Gamma \) such that \( I_i(u_i, u_{i+1}) = 0 \) and \( \Pi_i u = v \).

**Definition 3.5.** The quadratic action functional
\[
h^\perp(v, v) = h(v, v) - \sum_{i=1}^{n} k_{\alpha\beta_i}(B_i v_i, w_{i+1}^\alpha)\langle B_i v_i, w_{i+1}^\beta \rangle, \quad v \in E_i^\perp,
\]
corresponds to the reduced system \((E^\perp, \Lambda^\perp)\).

In the case of a \( G \)-periodic trajectory \( v \) of period \( n \), we have
\[
(3.7) \quad h^\perp(v, v) = \sum_{i=1}^{n} \langle A_i^\perp v_i - B_i^\perp v_{i+1} - B_i^\perp v_{i-1}, v_i \rangle,
\]
where
\[
B_0^\perp = G^*(x_1)B_n^\perp, \quad v_{n+1} = Gv_1, \quad v_0 = G^{-1}v_n, \quad A_i^\perp = R_i(A_i - C_i), \quad B_i^\perp = R_{i+1}B_i,
\]
and \( R_i: E_i^\perp \to (E_i^\perp)^* \) is the restriction map. The reduced system of variational equations has the form
\[
A_i^\perp v_i - B_i^\perp v_{i+1} - B_i^\perp v_{i-1} = 0, \quad B_0^\perp = G^*(x_1)B_n^\perp.
\]
The linear operator \( H^\perp : X^\perp \to X^\perp \), which is called the reduced Hessian, corresponds to the bilinear form \( h^\perp \). We also set
\[
(3.8) \quad \beta^\perp = \prod_{i=1}^{n} \det B_i^\perp, \quad \sigma^\perp = \text{sign} \left( \prod_{i=1}^{n} \det B_i^\perp \right)^{-1}.
\]
Then Hill’s theorem applied to the reduced system yields the following.

**Corollary 3.6.** In the above notation,
\[
det(\bar{P} - I) = \sigma^\perp (-1)^m \beta^\perp \det H^\perp.
\]
In order to use (3.8) in stability problems we need to know $\sigma^\perp$ and the Morse index of the form $h^\perp$. However, the relation between the Morse indices of $h$ and $h^\perp$ is not obvious. This is because the trajectory $u$ with $I_i(u_i, u_{i+1}) = 0$, to which the $\tilde{G}$-periodic sequence $v \in X^\perp$ corresponds, will not be a $G$-periodic sequence in general. In the following sections we present a connection between the indices of $h$ and $h^\perp$.

**Lemma 3.7.** We have

$$\det B^\perp = \frac{\det B_i}{\det K_i}.$$ 

A proof can be found in [1].

**Corollary 3.8.** We have

$$\sigma^\perp = (-1)^{\sum \ind B_i^\perp} = \sigma(-1)^{\sum \ind K_i}.$$ 

3.3. **Degeneracy of $h$.** Let $\Gamma \subset X$ denote the space of $G$-periodic trajectories corresponding to a space $V \subset \text{Ker}(\tilde{G}^{-1}P - I)$. This space is the linear span of vectors $w_1, \ldots, w_k \in X$. Since $Hw = 0$ for $w \in \Gamma$, the bilinear form $h(u, u) = (Hu, u)$ is degenerate and defines a bilinear form $\tilde{h}$ on $\tilde{X} = X/\Gamma$. In order to compare $h$ with $h^\perp$, we restrict $h$ to a level set of the integrals $I$. Let

$$Y = \{ u \in X : I_1(u_1, u_2) = \cdots = I_n(u_n, Gu_1) \}$$

(3.10)

$$Z = \{ v \in X : v_i \in F_i \} = \{ v \in X : v_i = \lambda_i w_i^\alpha \}.$$ 

**Assertion 3.9.** The spaces $Y$ and $Z$ are $h$-orthogonal, that is, $h(u, v) = 0$ for all $u \in Y$ and $v \in Z$. Moreover, $Y$ is an $h$-orthogonal complement of $Z$:

$$Y = \{ u \in X : h(u, v) = 0 \text{ for all } v \in Z \}. $$

The restriction of $h$ to $Z$ has the form

$$h(v, v) = \sum_{i=1}^n k_i^{\alpha \beta} \Delta \lambda \alpha \beta \Delta \lambda_i = \sum_{i=1}^n \langle \lambda_i \Delta \lambda_i, \Delta \lambda_i \rangle, \quad v_i = \lambda_i w_i^\alpha.$$ 

See the proof in [1].

We obtain a quadratic form on $Z$:

$$h|_Z(v, v) = (H_Z v, v) = \sum_i \langle \lambda_i \Delta \lambda_i, \Delta \lambda_i \rangle = (K \lambda, \lambda),$$

where $\lambda_i \in \mathbb{R}^k$, $H_Z : Z \to Z^*$, and $K : \mathbb{R}^{kn} \to \mathbb{R}^{kn}$ is defined by

$$(K \lambda)_i = K_{i-1} \Delta \lambda_{i-1} - K_i \Delta \lambda_i.$$ 

We have $\text{Ker} K = \{ \lambda \in \mathbb{R}^{kn} : K_1 \Delta \lambda_1 = \cdots = K_n \Delta \lambda_n \}$. Consequently, $\Delta \lambda_i = K_i^{-1} c$. Since $\sum_{i=1}^n \Delta \lambda_i = 0$ it follows that $\overline{K}c = 0$, where $\overline{K}$ is the matrix (3.3).

We now impose the nondegeneracy Condition B: the matrix $\overline{K}$ is nondegenerate. Then $\text{Ker} K = \{ \lambda \in \mathbb{R}^{nk} : \lambda_1 = \cdots = \lambda_n \}$ and $\text{Ker} H_Z = \Gamma$. We set $\tilde{Z} = Z/\Gamma$.

**Assertion 3.10.** The form $h|_Z$ is nondegenerate and

$$\ind h|_Z = \sum_{i=1}^n \ind K_i - \ind \overline{K}.$$ 

**Assertion 3.11.** We have $Y + Z = X$ and $Y \cap Z = \Gamma$.

This follows from a lemma, which we state without proof.
**Lemma 3.12.** For any \( \mathbf{v} \in X \) there exists \( \mathbf{u} = \Phi \mathbf{v} \in Y \) that is unique modulo \( \Gamma \) such that \( \mathbf{u} - \mathbf{v} \in Z \). In more detail, \( u_i = v_i + \lambda_\beta w_\beta^i \), where the \( \lambda \) satisfy (3.11) and
\[
(3.13) \quad c^\alpha = \kappa^{\alpha\beta} \sum_{i=1}^{n} k_{\beta\delta} I_i^\beta(v_i, v_{i+1}), \quad (\kappa^{\alpha\beta}) = (k_{\alpha\beta})^{-1} = K^{-1}.
\]

The map \( \Phi: X \to \hat{Y} = Y/\Gamma \) satisfies the equation \( \Phi(Z) = 0 \) and \( \Phi|_Y \) is the identity mod \( \Gamma \). Hence Assertion 3.11 follows. □

We set \( \hat{X} = X/\Gamma \) and denote the corresponding canonical projection by \( \pi_\Gamma: X \to \hat{X} \). Then there exists a linear map \( \hat{\Pi}: \hat{X} \to X^\bot \) such that the following diagram is commutative:

\[
\begin{array}{c}
X \xrightarrow{\pi_\Gamma} \hat{X} \\
\Pi \downarrow \quad \downarrow \hat{\Pi} \\
X^\bot
\end{array}
\]

**Corollary 3.13.** The maps \( \hat{\Pi}|_Y: \hat{Y} \to X^\bot \) and \( \Phi|_{X^\bot}: X^\bot \to \hat{Y} \) are mutually inverse isomorphisms.

**Proof.** If \( \Pi \mathbf{v} = 0 \) for \( \mathbf{v} \in Y \), then \( \mathbf{v} \in Z \) and therefore \( \mathbf{v} \in Y \cap Z = \Gamma \) by Assertion 3.11. It follows from the equation \( Y + Z = X \) that \( \Pi|_Y \) is surjective. We also have \( \Phi(Z) = 0 \). □

The spaces \( \hat{Y}, \hat{Z} \subset \hat{X} \) are orthogonal with respect to the bilinear form \( \hat{h} \) on \( \hat{X} \). As we proved earlier, \( \hat{h} \) is nondegenerate on \( \hat{Z} \), and its index is given by equation (3.12).

From the viewpoint of Routh order reduction it is natural to consider the space
\[
Y^0 = \{ \mathbf{u} \in X: I_i(u_i, u_{i+1}) = 0, \ i = 1, \ldots, n, \ u_{n+1} = Gu_1 \} \subset Y.
\]

We define \( d_\alpha = (d_{\alpha,i}) \in X^* \) by the equations
\[
(3.14) \quad d_{\alpha,i} = k_{\alpha\beta i-1} B_{i-1} w_i^\beta - k_{\alpha\beta i} B_i^* w_i^\beta, \quad B_0 = G(x_1)^* B_n.
\]

Note that \( \langle d_{\alpha,i}, w_1^\alpha \rangle = 0 \). We have
\[
\langle d_\alpha, \mathbf{u} \rangle = \sum_{i=1}^{n} k_{\alpha\beta i} I_i^\beta(u_i, u_{i+1}), \quad \mathbf{u} \in X.
\]

**Assertion 3.14.** We have
\[
(3.15) \quad Y^0 + Z = \{ \mathbf{v} \in X: \langle d_\alpha, \mathbf{v} \rangle = 0, \ \alpha = 1, \ldots, k \}.
\]

**Proof.** Let \( \mathbf{v} \in X \). Then \( \mathbf{v} \in Y^0 + Z \) and \( \mathbf{u} = \Phi(\mathbf{v}) \in Y^0 \). By Lemma 3.12
\[
0 = \sum_{i=1}^{n} k_{\alpha\beta i} I_i^\beta(v_i, v_{i+1}) = \sum_{i=1}^{n} \langle d_{\alpha,i}, v_i \rangle = \langle d_\alpha, \mathbf{v} \rangle. \]

Next we calculate the restriction \( h|_Y \). Let \( h \) be the bilinear action form for the reduced system \( (E^\perp, \Lambda^\perp) \) and let \( h^\top = h \circ \Phi|_{X^\perp} \), where \( \Phi \) is the operator in Corollary 3.13 be the bilinear form on \( X^\perp \) corresponding to \( h|_Y \). See the following commutative diagram:
Assertion 3.15. For any $v \in X^\perp$ we have
\begin{equation}
(3.16) \quad h^T(v, v) = h^+(v, v) + \kappa_{\alpha\beta}c^\alpha c^\beta,
\end{equation}
where the coefficients $c^\alpha(v)$ are defined in (3.13).

3.4. The indices of $h$ and $h^\perp$. In this subsection we discuss the relation between $\text{ind } h|_V = \text{ind } \tilde{h}|_V$ and $\text{ind } h^\perp$. By using the isomorphisms $\Phi: X^\perp \to \tilde{Y}$ and $\hat{\Pi}: \tilde{Y} \to X^\perp$ we can restrict ourselves to comparing the indices of $h^\perp$ and $h^T = h \circ \Phi$ on $X^\perp$. As we already mentioned, $h^T$ and $h^\perp$ coincide on $X^\perp_0 = \Pi Y^0$.

We shall need some assumptions on the structure of the eigenspace of 1 for the linear Poincaré map $\hat{G}^{-1}P : W \to W$. Suppose that $V = \text{Ker}(\hat{G}^{-1}P - I)$ is isotropic. It is known that the generalized eigenspace $N = \text{Ker}(\hat{G}^{-1}P - I)^{2m}$ is symplectic. Since $V \subseteq N$ is isotropic, $\dim N \geq 2k$. We consider the least degenerate case $\dim N = 2k$. Then
\begin{equation}
N = \text{Ker}(\hat{G}^{-1}P - I)^2 = \{v \in W: \hat{G}^{-1}Pv - v \in V\}
\end{equation}
is symplectic and $V = \text{Ker}(\hat{G}^{-1}P - I)$ is a Lagrangian subspace of $N$. Consider the bilinear form
\begin{equation}
b(v, w) = \omega((\hat{G}^{-1}P - I)v, w), \quad v, w \in N.
\end{equation}

A little later we shall show that $b$ is symmetric.

Let $\Sigma$ be the space of trajectories $v$ of the variational equations corresponding to $v \in N$. Then $\Gamma \subset \Sigma$. The trajectories $\Sigma \setminus \Gamma$ are not $G$-periodic. The projection
\begin{equation}
\Omega^\perp = \Pi \Sigma \subset X^\perp
\end{equation}
consists of $G$-periodic sequences. We have the natural map $\Psi = \Phi \Pi: \Sigma \to \tilde{\Sigma}$. We set $\hat{\Omega} = \Psi \Sigma$. We claim that $\Omega^\perp$ is orthogonal to $X^\perp_0 = \Pi Y^0$ with respect to $h^\perp$ and $\hat{\Omega}$ is orthogonal to $\tilde{\Sigma}$ with respect to $h$. Since $h^T$ and $h^\perp$ coincide on $X^\perp_0$, the difference of their indices is determined by their restrictions to the complement of $X^\perp_0$. Thus, if $\Omega^\perp \oplus X^\perp_0 = X^\perp$, then the difference of the indices is determined by the forms $h^T|_{\Omega^\perp}$ and $h^\perp|_{\Omega^\perp}$. Generally speaking, $X^\perp \neq \Omega^\perp \oplus X^\perp_0$. For this decomposition to hold we shall need one more nondegeneracy condition (Condition C below).

Consider the basis $w^1, \ldots, w^k \in V$ and the conjugate basis $q_1, \ldots, q_k$ in the skew-orthogonal complement of $V$ in $N$. Then $w^1, \ldots, w^k, q_1, \ldots, q_k$ is a symplectic basis in $N$ and
\begin{equation}
(3.18) \quad \omega(w^\alpha, w^\beta) = 0, \quad \omega(q_\alpha, q_\beta) = 0, \\
\omega(w^\alpha, q_\beta) = \delta^\beta_\alpha, \quad \hat{G}^{-1}Pq_\alpha = q_\alpha + s_{\alpha\beta}w^\beta.
\end{equation}

In view of (3.17) and (3.18) we obtain
\begin{equation}
b(q_\alpha, q_\beta) = s_{\alpha\delta}.
\end{equation}

Thus, the matrix $S = (s_{\alpha\beta})$ is symmetric. We define symmetric matrices $A = (a_{\alpha\beta})$ and $A^\perp = (a^\perp_{\alpha\beta})$ as follows:
\begin{equation}
(3.19) \quad a_{\alpha\beta} = s_{\alpha\delta}k^\delta_\varepsilon s_{\varepsilon\beta} - s_{\alpha\beta}, \quad a^\perp_{\alpha\beta} = s_{\alpha\beta} - k_{\alpha\beta}.
\end{equation}

One more nondegeneracy condition is used in what follows.

Condition C. The matrix $A^\perp = (a^\perp_{\alpha\beta})$ is nondegenerate.

Definition. We say that a periodic trajectory is nondegenerate mod $V$ if nondegeneracy Conditions A, B, C hold.

Theorem 3.16. Suppose that $x$ is nondegenerate mod $V$. Then
\begin{equation}
(3.20) \quad \text{ind } h - \text{ind } h|_Z - \text{ind } h^\perp = \text{ind } A - \text{ind } A^\perp.
\end{equation}
Corollary 3.17. Suppose that $x$ is nondegenerate mod $V$. Then

$$\text{ind } h = \text{ind } h^\perp + \text{ind } h|_Z + \text{ind } b + \text{ind } K \mod 2.$$ 

It follows from the equation $SA^\perp = A\overline{K}$ that

$$\text{sign } \det A = \text{sign } (\det S \det K \det A^\perp).$$

Consequently, $\text{ind } A - \text{ind } A^\perp = \text{ind } b + \text{ind } \overline{K} \mod 2$. $\square$

Assertion 3.10 implies the following.

Corollary 3.18. We have $\text{ind } h = \text{ind } h^\perp + \sum_{i=1}^n \text{ind } K_i + \text{ind } b \mod 2$.

Equation (3.9) and Corollary 3.18 imply the following.

Corollary 3.19. We have $\sigma(-1)^{\text{ind } h} = \sigma(-1)^{\text{ind } h^\perp + \text{ind } b}$.

§4. Hill’s Formula for $g$-Periodic Trajectories of Continuous Lagrangian Systems

4.1. $g$-Periodic trajectories of continuous Lagrangian systems. We consider a continuous Lagrangian system $(M, \mathcal{L})$ with configuration space $M^m$ and a smooth Lagrangian $\mathcal{L}(x, \dot{x}, t)$ on $TM \times \mathbb{R}$. Suppose that $\mathcal{L}$ is strictly convex with respect to the velocity $\dot{x} \in T_x M$; that is, $\mathcal{L}_{\dot{x}x}$ is a positive-definite quadratic form on $T_x M$ for all $x \in M$. By definition, trajectories are solutions of the corresponding Lagrange equations.

Let $g: M \to M$ be a diffeomorphism.

Definition 4.1. A curve $\gamma: \mathbb{R} \to M$ is said to be $g$-periodic with period $\tau$ if $\gamma(t + \tau) = g(\gamma(t))$ for any $t \in \mathbb{R}$. The class of all $g$-periodic curves on $M$ is denoted by $\Omega$.

We assume that the map $g$ preserves the Lagrangian in the following sense:

$$\mathcal{L}(g(x), G(x)\dot{x}, t + \tau) = \mathcal{L}(x, \dot{x}, t).$$

Here, $G(x)$ is the differential of the map $g$ at point $x$.

Definition 4.2. The action functional $\mathcal{A}: \Omega \to \mathbb{R}$ is defined to be

$$\mathcal{A}(\gamma) \overset{\text{def}}{=} \int_I \mathcal{L}(\gamma(t), \dot{\gamma}(t), t) \, dt,$$

where integration is conducted over any interval $I$ of length $\tau$.

Assertion 4.3. The action functional is well defined, since it is independent of the choice of $I$.

The proof is obvious.

Assertion 4.4. A curve $\gamma \in \Omega$ is a $g$-periodic trajectory if and only if $\gamma$ is a critical point of the action functional $\mathcal{A}$ on $\Omega$.

Proof. Let $\gamma(t, \alpha) = \gamma(t) + \alpha h(t)$ be the $g$-periodic variation of the curve $\gamma(t)$, where $h(t) \in T_{\gamma(t)} M$ is such that $h(t + \tau) = G(x)h(t)$. Then

$$\delta \mathcal{A}(\gamma) = \left. \frac{d}{d\alpha} \right|_{\alpha=0} \int_0^\tau \mathcal{L}(\gamma + \alpha h, \dot{\gamma} + \alpha \dot{h}, t) \, dt$$

$$= \int_0^\tau \left( \mathcal{L}_x(\gamma(t), \dot{\gamma}(t), t) - \frac{d}{dt} \mathcal{L}_x(\gamma(t), \dot{\gamma}(t), t) \dot{h}(t) \right) h(t) \, dt + \mathcal{L}_x(\gamma(t), \dot{\gamma}(t), t) h(t) \big|_0^\tau.$$ 

The term $\mathcal{L}_x h\big|_0^\tau$ is equal to zero, since condition (4.1) implies that

$$\frac{\partial \mathcal{L}}{\partial \dot{x}} (g(x), G(x)\dot{x}, t + \tau) G(x) = \frac{\partial \mathcal{L}}{\partial \dot{x}} (x, \dot{x}, t).$$

$\square$
4.2. The second variation of the action functional. The second variation of the action functional $\mathcal{A}(\gamma)$ at a point $\gamma \in \Omega$ is a symmetric bilinear form $h(\xi, \eta)$ on the space $X$ of $G$-periodic vector fields $\xi(t) \in E_t = T_{\gamma(t)}M$ along $\gamma$:

$$h(\xi, \eta) = \left. \frac{d^2}{d\alpha^2} \mathcal{A}(\gamma_{\alpha}) \right|_{\alpha=0} = \left. \frac{d^2}{d\alpha^2} \mathcal{L}(\gamma + \alpha \xi, \dot{\gamma} + \alpha \dot{\xi}, t) \right|_{\alpha=0} = \frac{d}{d\alpha} \left. \int_0^\tau \mathcal{L}(\gamma, \alpha \xi, \dot{\gamma}, \alpha \dot{\xi}) dt \right|_{\alpha=0}$$

$$= \frac{d}{d\alpha} \left. \int_0^\tau (\mathcal{L}_{xx}(\xi(t), \dot{\xi}(t)) dt = \int_0^\tau \left( \left\langle \mathcal{L}_{xx}(\gamma, \dot{\gamma}, \xi(t), \xi(t)) \right\rangle + 2 \left\langle \mathcal{L}_{x\dot{x}}(\gamma, \dot{\gamma}, \xi(t), \dot{\xi}(t)) \right\rangle \right) dt.\right.$$ 

Definition 4.5. We define an inner product on $X$:

$$(v, w) \overset{\text{def}}{=} \langle B(t)v, w \rangle, \quad B(t) \overset{\text{def}}{=} \mathcal{L}_{x\dot{x}}(\gamma, \dot{\gamma}, t),$$

where $\langle \cdot, \cdot \rangle$ is the Euclidean inner product.

Assertion 4.6. The form $h$ can be uniquely represented as

$$h(\xi, \eta) = \int_0^\tau (D\xi, D\eta) + (U\xi, \eta) dt,$$

where $U(t) = U^*(t)$ is a symmetric operator $U : X \to X$ and $D$ is a covariant derivative compatible with the metric; that is, it is a linear differential operator $D : X \to X$ such that

$$\frac{d}{dt}(\xi(t), \eta(t)) = (D\xi(t), \eta(t)) + (\xi(t), D\eta(t)), \quad \frac{d}{dt}(f\xi) = f\dot{\xi} + f\ddot{\xi},$$

where $f : \mathbb{R} \to \mathbb{R}$ is an arbitrary scalar function.

A proof can be found in [1].

Corollary 4.7. The operators $D$ and $U$ preserve $G$-periodicity.

Corollary 4.8. The operator $D : X \to X$ is skew-symmetric with respect to the $L^2$-inner product

$$(\xi(t), \eta(t))_2 = \int_0^\tau (\xi(t), \eta(t)) dt;$$

that is,

$$D(\xi(t), \eta(t))_2 = - (\xi(t), D\eta(t))_2.$$ 

Proof. For any pair of $G$-periodic vector fields $\xi, \eta$,

$$\langle D\xi, \eta \rangle_2 = \int_0^\tau (D\xi(t), \eta(t)) dt = \int_0^\tau \left( \left. \frac{d}{dt}(\xi(t), \eta(t)) - (\xi(t), D\eta(t)) \right|_t \right) dt$$

$$= (\xi(t), \eta(t))_2 \big|_0^\tau - (\xi(t), D\eta(t))_2 = - (\xi(t), D\eta(t))_2,$$

$$\langle \xi, \eta \rangle_2 \big|_{t=\tau} = \left\langle \mathcal{L}_{x\dot{x}}(\xi, \eta) \right\rangle \big|_{t=\tau} = \left\langle (G^T)^{-1} \mathcal{L}_{x\dot{x}}G^{-1} \xi, G\eta \right\rangle \big|_{t=0}$$

$$= (G\xi, (G^T)^{-1} \mathcal{L}_{x\dot{x}}G^{-1} G\eta) \big|_{t=0} = (\xi, \eta) \big|_{t=0}. \quad \square$$

Corollary 4.9. For any $t \in \mathbb{R}$,

$$\langle \xi(t + \tau), \eta(t + \tau) \rangle = (\xi(t), \eta(t)).$$

Corollary 4.10. The form $h$ satisfies $h(\xi, \eta) = \left( (-D^2 + U)\xi, \eta \right)_2 \overset{\text{def}}{=} \langle H\xi, \eta \rangle_2$, where $H \overset{\text{def}}{=} -D^2 + U$ is the Hessian of the action functional $\mathcal{A}$ with respect to the $L^2$-metric.

Definition 4.11. The equation $D^2\xi(t) = U(t)\xi(t)$ is called the variational equation of a $g$-periodic trajectory.
From here on, we will be looking at the linearization \((E, \Lambda)\) of the Lagrangian system \((M, \mathcal{L})\) near a \(g\)-periodic trajectory, where \(E = \{E_t\}, E_t = T_{\gamma(t)}M\), is a smooth family of vector spaces and \(\Lambda(\xi, D\xi) = \frac{1}{2}(D\xi, D\xi) + \frac{1}{2}(U\xi, \xi)\) is a quadratic Lagrangian.

**Definition 4.12.** The linear period map is defined to be the map
\[
P: T_{\gamma(0)}TM \rightarrow T_{\gamma(\tau)}TM,
\]
\[
P(\xi(0), D\xi(0)) = (\xi(\tau), D\xi(\tau)).
\]
We set
\[
\hat{G}(x) \overset{\text{def}}{=} (dg(x)[], dg(x)[]).
\]
The monodromy operator of the system of variational equations is defined to be
\[
\hat{G}^{-1} \circ P: T_{\gamma(0)}TM \rightarrow T_{\gamma(0)}TM.
\]

**Definition 4.13.** Let
\[
\langle\langle \xi(t), \eta(t)\rangle\rangle \overset{\text{def}}{=} (D\xi(t), D\eta(t))_2 + (\xi(t), \eta(t))_2 \overset{\text{def}}{=} (\mathbf{B}\xi, \eta)_2,
\]
where \(\mathbf{B} \overset{\text{def}}{=} -D^2 + I\) and \(\langle\langle \ \rangle\rangle\) is an inner product on the Hilbert space \(X = T_{\gamma(t)}M\). Then
\[
h(\xi, \eta) = \langle\langle \mathbf{B}^{-1}\mathbf{H}\xi, \eta\rangle\rangle = \langle\langle \mathbf{H}\xi, \eta\rangle\rangle,
\]
where \(\mathbf{H} \overset{\text{def}}{=} \mathbf{B}^{-1}\mathbf{H}\) is the Hessian of the action with respect to the inner product \(\langle\langle \ \rangle\rangle\).

**Remark 4.14.** One can show that \(\mathbf{H}\) is a selfadjoint operator; that is,
\[
\langle\langle \mathbf{H}\xi, \eta\rangle\rangle = \langle\langle \xi, \mathbf{H}\eta\rangle\rangle \quad \text{for all } \xi(t), \eta(t) \in X.
\]

**Definition 4.15.** Let \(Q: T_{\gamma(0)}M \rightarrow T_{\gamma(\tau)}M\) be the linearization of the map of parallel transport; that is, \(Q\eta(0) = \eta(\tau), \text{ where } D\eta(t) = 0\).

**Assertion 4.16.** The map \(G^{-1}Q: T_{\gamma(0)}M \rightarrow T_{\gamma(0)}M\) is an orthogonal operator.

**Proof.** Since \(D\) is a covariant derivative compatible with the metric, we have
\[
\frac{d}{dt}(\xi(t), \eta(t)) = (D\xi(t), D\eta(t)) + (\xi(t), D\eta(t)) = 0,
\]
where \(\xi(t)\) and \(\eta(t)\) are vector fields that are parallel along \(\gamma\).

Then
\[
(\xi(0), \eta(0)) = (\xi(\tau), \eta(\tau)) = (Q\xi(0), Q\eta(0)).
\]
Since \((\xi, \eta) = (G\xi, G\eta)\), it follows that \(G^{-1}Q\) preserves length. Consequently, \(G^{-1}Q\) is an orthogonal operator. \(\square\)

**Corollary 4.17.** Roots of the polynomial \(\det(Q - \rho G)\) have the form \(\rho = e^{i\nu}, \nu \in \mathbb{R}\).

4.3. **The generalized Hessian of the action.** Let \(\rho \in S^1\) and let \(X_\rho\) be the space of complex \(g\)-quasiperiodic vector fields \(\xi(t) \in E\), that is, such that \(\xi(t + \tau) = \rho G\xi(t)\).

**Definition 4.18.** We call
\[
h(\xi, \eta) = \int_0^\tau \left((D\xi(t), D\eta(t)) + (U(t)\xi(t), \bar{\eta}(t))\right) dt
\]
the Hermitian \(\rho\)-index form. Let \(X = X^C\) be the space of complex \(g\)-periodic vector fields along \(\gamma\).
We identify $x$ and $x_\rho$ by the formula
\[ \xi(t) \in X \mapsto e^{\mu t} \xi(t), \]
where $\mu = \tau^{-1} \ln \rho$ and $0 \leq \Im \ln \rho < 2\pi$.

As a result we obtain a Hermitian form on $X:
\begin{align*}
 h_\rho(\xi, \eta) \overset{\text{def}}{=} h(e^{\mu t} \xi, e^{\mu t} \eta) &= (D e^{\mu t} \xi, D e^{\mu t} \eta) + (U e^{\mu t} \xi, e^{\mu t} \eta)_2 \\
 &= (\mu e^{\mu t} \xi, D e^{\mu t} \eta)_2 + (\mu e^{\mu t} \xi, D e^{\mu t} \eta)_2 + (U e^{\mu t} \xi, e^{\mu t} \eta)_2 \\
 &= (\mu e^{\mu t} \xi, \bar{\mu} e^{\mu t} \eta)_2 + (\mu e^{\mu t} \xi, e^{\mu t} \eta)_2 + (e^{\mu t} D \xi, \bar{\mu} e^{\mu t} \eta)_2 \\
 &= (\mu e^{\mu t} \xi, \bar{\mu} e^{\mu t} \eta)_2 + (U e^{\mu t} \xi, e^{\mu t} \eta)_2 \\
 &= -(D + \mu I)^2 \xi, \bar{\eta}_2 + (U \xi, \bar{\eta}_2) \overset{\text{def}}{=} (H_\rho \xi, \bar{\eta}_2),
\end{align*}
where $H_\rho = -(D + \mu I)^2 + U$. We have taken into account that $\bar{\mu} = -\mu$ and $D$ is a real antisymmetric operator.

**Definition 4.19.** We define the $\rho$-Hessian
\[ H_\rho \overset{\text{def}}{=} B^{-1} H_\rho = (-D + I)^{-1}(-(D + \mu I)^2 + U), \]
\[ H_\rho : X \to X, \quad h_\rho(\xi, \eta) = \langle H_\rho \xi, \bar{\eta} \rangle. \]

From now on we shall assume that $\rho \in \mathbb{C} \setminus \{0\}$.

**Definition 4.20.** Let $P_N : X \to X^{(N)}$ be the orthogonal projection onto the finite-dimensional eigensubspace $X^{(N)}$ of the operator $D$ corresponding to eigenvalues in the set
\[ \Lambda_N = \{ \nu \in \Lambda : |\nu| \leq N \}. \]

Then let
\[ \det H_\rho \overset{\text{def}}{=} \lim_{N \to \infty} H_\rho^{(N)}, \quad H_\rho^{(N)} = P_N H_\rho P_N^* : X^{(N)} \to X^{(N)}. \]

**4.4. The spectrum of the operator $D$.** The operator $D : X \to X$ is a real skew-Hermitian operator, that is, $D = \bar{D} = -D^*$; therefore $\sigma(D) \subset i\mathbb{R}$.

**Assertion 4.21.** The spectrum $\Lambda = \sigma(D) \subset i\mathbb{R}$ of the operator $D$ coincides with the set $\Lambda = \{ \mu : \det(Q - e^{\mu r} G) = 0 \}$, where $G = dg(\gamma(0))$.

**Proof.** Let $(D + \mu I)\eta(t) = 0$. Then $D(\mu e^{\mu t} \eta(t)) = \mu e^{\mu t} \eta(t) + e^{\mu t} D\eta(t) = 0$. Since $\eta(t) = G\eta(0)$, we have $Q\eta(0) = e^{\mu r} \eta(t) = e^{\mu r} G\eta(0)$. Consequently, $\det(Q - e^{\mu r} G) = 0$. \qed

**Corollary 4.22.** Since $G^{-1} Q$ is an orthogonal operator, $-\mu \in \Lambda$ for any $\mu \in \Lambda$, and also $\mu + \frac{2\pi i}{T} k \in \Lambda$, $k \in \mathbb{Z}$, that is, $\Lambda = \{ \mu_j + \omega \mathbb{Z} \}$, where $\rho_j = e^{\mu_j T}$, and $\rho_1, \ldots, \rho_m$ are the roots of the equation $\det(Q - \rho G) = 0$, $0 \leq \Im \mu_j < 2\pi/T$.

Suppose that $\mu \notin \Lambda$. Then $H_\rho$ can be represented in the form
\[ H_\rho = -(-D^2 + I)(D + \mu I)^2(I - (D + \mu I)^{-2} U) = ST, \]
where $S = -(-D^2 + I)(D + \mu I)^2$ and $T = (I - (D + \mu I)^{-2} U)$. Since $P_N^*P_N = I$, we have
\[ \det H_\rho = \lim_{N \to \infty} \det(P_N H_\rho P_N^*) = \lim_{N \to \infty} \det(P_N SP_N^* P_N T P_N^*) = \det S \det T. \]
The form of the spectrum of the operator $D$ means that the finite-dimensional approximation of the determinant

$$
\det T(\mu) \overset{\text{def}}{=} f(\mu) = \lim_{N \to \infty} \det(P_N T P_N^*)
$$

converges absolutely for $\mu \not\in \Lambda$, since $\operatorname{tr}((D + \mu I)^{-2} U) < \infty$. Therefore, $f$ is a holomorphic function on $\mathbb{C} \setminus \Lambda$ with poles at the points of the set $\Lambda$ which have multiplicity at most twice the multiplicity of the corresponding point of the spectrum of $D$.

**Assertion 4.23.** The function $f$ is periodic: $f(\mu + \omega) = f(\mu)$, where $\omega = 2\pi i/\tau$.

**Proof.** If $\xi \in \mathbb{C}$, then $e^{\omega t} \xi \in \mathbb{C}$. We have

$$(D + \mu I)^{-2} e^{\omega t} \xi = e^{\omega t} (D + (\mu + \omega) I)^2 \xi;$$

therefore,

$$(D + \mu I)^{-2} (e^{\omega t} (D + (\mu + \omega) I)^2 \xi) = e^{\omega t} \xi.\]$$

Then

$$(I - (D + \mu I)^{-2} U) e^{\omega t} \xi = e^{\omega t} (I - (D + (\mu + \omega) I)^{-2} U) \xi,$$

Consequently, the operators $T(\mu)$ and $T(\mu + \omega)$ are similar, that is, there exists an operator $A$: $X \to X$ such that $T(\mu) = A^{-1} T(\mu + \omega) A$. \hfill \Box

Then $f(\mu) = \Psi(e^{\mu \tau})$, where $\Psi(\rho)$ is a meromorphic function that has poles at the roots of the polynomial $\det (\rho G - Q)$. The multiplicity of each pole is at most twice the multiplicity of the corresponding root. Consequently, there exists a polynomial $g(\rho)$ of degree $\leq 2m - 1$ such that the functions $\Psi(\rho)$ and $g(\rho) \det^{-2} (\rho G - Q)$ have the same principal parts in the expansion into a Laurent series at each pole. Since $\Psi(\rho) \to 1$ as $\rho \to \infty$, by Liouville’s theorem we have

$$\Psi(\rho) - g(\rho) \det^{-2} (\rho G - Q) = \text{const} = 1,$$

and so

$$\Psi(\rho) = g(\rho) \det^{-2} (\rho G - Q) + 1.$$

We expand the determinant $\det S$:

$$
\det S = \det \left( -(-D^2 + I)^{-1}(D + \mu I)^2 \right) = \lim_{N \to \infty} \prod_{\nu \in \Lambda_N} \frac{(\nu + \mu)^2}{\nu^2 - 1}
$$

$$
= \lim_{N \to \infty} (-\mu^2)^k \prod_{\nu \in \Lambda, \nu > 0} \left( \frac{\nu^2 - \mu^2}{\nu^2 - 1} \right)^2 = (-1)^k \lim_{N \to \infty} \prod_{\nu \in \Lambda} \frac{\nu^2 - \mu^2}{\nu^2 - 1},
$$

where $k$ is the multiplicity of zero in the spectrum of the operator $D$. We have used the fact that $\Lambda_N = -\Lambda_N$. Since $\Lambda = \{\nu_i + \omega \mathbb{Z}, i = 1, \ldots, m\}$, the product

$$
\lim_{N \to \infty} \prod_{\nu \in \Lambda_N} \left( 1 - \frac{1 + \mu^2}{\nu^2 - 1} \right)
$$

converges absolutely. Consequently, this product is a holomorphic function of the variables $\rho_1, \ldots, \rho_m, \rho$ for $\rho_j \neq e^{\pm i}, j = 1, \ldots, m$, and $\rho \neq 0$. Suppose that $\rho_j \neq 1$ and $\rho_i \neq \rho_j$ for $i \neq j$. Then $\nu_i \not\in \omega \mathbb{Z}$ and $\nu_i - \nu_j \not\in \omega \mathbb{Z}$ for $i \neq j$. We use Euler’s formula to calculate the last product:

$$
\prod_{n \in \mathbb{Z}} \left( 1 - \frac{\mu^2}{(\nu + \omega n)^2} \right) = \frac{\cosh \mu \tau - \cosh \nu \tau}{1 - \cosh \nu \tau}, \quad \nu \not\in \omega \mathbb{Z}.
$$
We obtain
\[
\prod_{\nu \in \Lambda} \frac{\nu^2 - \mu^2}{\nu^2 - 1} = \prod_{\nu \in \Lambda} \left(1 - \frac{\mu^2}{\nu^2}\right) \left(1 - \frac{1}{\nu^2}\right)^{-1}
\]
\[
= \prod_{j=1}^{m} \prod_{n \in \mathbb{Z}} \left(1 - \frac{\mu^2}{(\nu_j + \omega n)^2}\right) \left(1 - \frac{1}{(\nu_j + \omega n)^2}\right)^{-1}
\]
\[
= \prod_{j=1}^{m} \cosh \mu \tau - \cosh \nu_j \tau \cosh \tau - \cosh \nu_j \tau
\]
\[
= \prod_{j=1}^{m} \frac{\rho^2 - \rho_j^2}{\rho + \rho_j^{-1} - \rho_j - \rho_j^{-1}} = \prod_{j=1}^{m} \frac{\rho e^\tau (\rho - \rho_j) (\rho - \rho_j^{-1})}{\rho (e^\tau - \rho) (e^\tau - \rho_j^{-1})} = \prod_{j=1}^{m} \frac{e^{\mu \tau} \det^2 (\rho G - Q)}{\det^2 (\rho^m G - Q)}.
\]

By continuity this holds for all \(\rho_1, \ldots, \rho_m \neq e^{\pm \tau}\) and \(\rho \neq 0\). Then
\[
\rho^m \det H_\rho = (-1)^k \beta^{-1} \left(\det^2 (\rho G - Q) + f(\rho)\right),
\]
where \(\beta = e^{-\mu \tau} \det^2 (e^\tau G - Q)\). Consequently, \(F(\rho) = \rho^m \det H_\rho\) is a polynomial of degree \(2m\) with respect to \(\rho\) with leading term \((-1)^k \beta^{-1} \det^2 G\).

**Assertion 4.24.** The polynomials \(F(\rho)\) and \(E(\rho) = \det (P - \rho \hat{G})\) have the same roots.

**Proof.** If \(E(\rho) = 0\), then there exists a nonzero \(G\)-periodic vector field \(\xi(t) \in X\) such that
\[
(-D^2 + U) e^{\mu \tau} \xi(t) = 0.
\]
Hence, \(H_\rho \xi = 0\). Suppose that \(\rho \notin \sigma(Q)\), that is, \(\mu \notin \Lambda\). Then \(H_\rho = ST\), where \(S\) is an invertible operator and \(\text{tr}(T - I) < \infty\). Therefore \(T \xi = 0\) implies \(\det T = 0\). Hence, \(\det H_\rho = \det S \det T = 0\), and so \(G(\rho) = 0\). If \(\mu \in \Lambda\), then we repeat the same argument taking
\[
S = (-D^2 + I)^{-1}(-(D + \mu I)^2 + I),
\]
\[
T = (-D + \mu I)^2 + I)^{-1}(-(D + \mu I)^2 + U).
\]
Conversely, suppose that \(F(\rho) = 0\). Then \(\det H_\rho = 0\) and so \(\ker H_\rho \neq 0\). One can show that the kernel \(H_\rho\) consists of \(g\)-quasiperiodic vector fields. Hence, \(\det (P - \rho \hat{G}) = 0\), so that \(E(\rho) = 0\). Since the degrees of \(E(\rho)\) and \(F(\rho)\) are the same, they have common roots.

**Assertion 4.25.** We have \((-1)^k = \sigma(-1)^m\), where \(\sigma = \det(G^{-1}Q)\).

**Proof.** Since \(k\) is the multiplicity of zero in the spectrum of the operator \(D\), it follows that \(k\) is the dimension of the subspace of \(T_{\gamma(0)} M\) on which the operator \(G^{-1}Q\) is the identity, and \(\sigma = (-1)^n\), where \(n\) is the dimension of the subspace on which \(G^{-1}Q\) is a reflection. Since the dimension of the complementary subspace is even and is equal to \(m - k - n\), it follows that \((-1)^k = \sigma(-1)^m\).

**Theorem 4.26** (Hill’s formula). We have the formula
\[
\rho^{-m} \det (P - \rho \hat{G}) = \sigma(-1)^m \beta \det H_\rho.
\]
For \(\rho = 1\) we have \(\det (P - \hat{G}) = \sigma(-1)^m \beta \det H\).

**Corollary 4.27.** The dynamical nondegeneracy of a \(g\)-periodic trajectory \(\gamma\) is equivalent to its geometric nondegeneracy.
4.5. Applications of Hill’s formula to stability of $g$-periodic trajectories. Let $\| \cdot \|$ be a $G$-invariant norm on $TM$. We shall only need the norm $\| \cdot \|$ in the spaces $T_{\gamma(t)}M$ so, for example, we can take the norm generated by the inner product $\langle \cdot, \cdot \rangle$ in $T_{\gamma(t)}M$.

**Definition 4.28.** A $g$-periodic trajectory is said to be stable in the linear approximation if for any $\varepsilon > 0$ there exists $\delta > 0$ such that for any initial condition $v(0)$, $Dv(0) \in T_{\gamma(0)}M$ satisfying the conditions $\|v(0)\| < \delta$, $\|Dv(0)\| < \delta$ we have

$$\|v(t)\| < \varepsilon, \quad \|Dv(t)\| < \varepsilon$$

for all $t \in \mathbb{R}_+$,

where $v(t)$ is a solution with the initial condition $(v(0),Dv(0))$.

**Remark 4.29.** The fact that the norm $\| \cdot \|$ is $G$-invariant is important, since a $g$-periodic trajectory is not, in general, compact. This means that the choice of an arbitrary norm may transform an asymptotically stable trajectory into an unstable one, and vice versa.

**Remark 4.30.** Since $G$ preserves $\| \cdot \|$, we have

$$\|G^{-n}v(t)\| = \|v(t)\|, \quad \|G^{-n}Dv(t)\| = \|Dv(t)\|, \quad t = n\tau + t_0, \quad 0 \leq t_0 < \tau.$$

**Assertion 4.31.** The operators

$$\tilde{G}^{-1}P|_{t=0} : T_{\gamma(0)}M \to T_{\gamma(0)}M, \quad \tilde{G}^{-1}P|_{t=\tau} : T_{\gamma(0)}M \to T_{\gamma(0)}M$$

have the same eigenvalues: the equations

$$\det(P(\gamma(0)) - \rho\tilde{G}(\gamma(0))) = 0 \quad \text{and} \quad \det(P(\gamma(\tau)) - \rho\tilde{G}(\gamma(\tau))) = 0$$

are equivalent.

**Proof.** We consider the system of variational equations ($\tau \leq t < 2\tau$):

$$\begin{cases} D\xi(t) = v(t), \\ Dv(t) = U(t)\xi(t), \quad \tau \leq t < 2\tau, \end{cases}$$

or equivalently,

$$\begin{cases} D\xi(t + \tau) = v(t + \tau), \\ Dv(t + \tau) = U(t + \tau)\xi(t + \tau), \quad 0 \leq t < \tau. \end{cases}$$

Since $D|_{t+\tau}\xi(t + \tau) = GD|_{t}G^{-1}\xi(t + \tau)$ and $U(t + \tau) = GU(t)G^{-1}$, we have

$$\begin{cases} D|_{t}\xi(t + \tau) = G^{-1}v(t + \tau), \\ D|_{t}v(t + \tau) = U(t)G^{-1}\xi(t + \tau), \quad 0 \leq t < \tau. \end{cases}$$

Then $P|_{t=\tau}w = \tilde{w}$ is equivalent to

$$P|_{t=0}\tilde{G}^{-1}(0)w = \tilde{G}^{-1}(0)\tilde{w}, \quad w \in T_{\gamma(\tau)}M, \quad \tilde{w} \in T_{\gamma(2\tau)}M.$$

Consequently, $(\tilde{G}^{-1}P)|_{t=\tau}w = \tilde{w}$ is equivalent to

$$(\tilde{G}^{-1}P)|_{t=0}\tilde{G}^{-1}(0)w = \tilde{G}^{-1}(0)\tilde{w}, \quad w, \tilde{w} \in T_{\gamma(\tau)}M.$$

Hence,

$$(\tilde{G}^{-1}P)|_{t=\tau} = \tilde{G}(0)(\tilde{G}^{-1}P)|_{t=0}\tilde{G}^{-1}(0). \quad \square$$

**Assertion 4.32.** We have

$$\text{ind} \gamma|_{[0,\tau]} = \text{ind} \gamma|_{[t_0, t_0 + \tau]} \quad \text{for any} \quad t_0,$$

where $\text{ind} \gamma|_{[t_0, t_0 + \tau]}$ is the Morse index of the curve $\gamma(t)$, $t_0 \leq t \leq \tau + t_0$. 

Proof. We need the case $t_0 = T$; therefore we prove it. Let $\xi(t)$, $T \leq t \leq 2T$, be a vector field that belongs to the subspace on which the form $h_{\gamma}(t)$ is negative-definite, that is,

$$h_{\gamma}(t, \dot{\gamma}(t)) = \int_0^T \left( (D\xi, D\dot{\xi}) + (U\xi, \dot{\xi}) \right) dt < 0.$$ \hfill \square

Then

$$h_{\gamma}(t, \dot{\gamma}(t)) = \int_0^T \left( (DG^{-1}\xi(t+T), DG^{-1}\dot{\xi}(t+T)) + (UG^{-1}\xi(t+T), \dot{\xi}(t+T)) \right) dt = h_{[0,T]}((G^{-1}\xi(t+T), \xi(t+T)) < 0.$$

Since $G(\gamma(t))$ is an isomorphism between $\bigcup_{0 \leq t \leq T} T_{\gamma(t)}M$ and $\bigcup_{T \leq t \leq 2T} T_{\gamma(t)}M$, the dimension of the negative subspace of $h_{[0,T]}(\xi, \dot{\xi})$ coincides with the dimension of the negative subspace of $h_{[T,2T]}(\xi, \dot{\xi})$.

See [18] for more details about the Morse index.

Definition 4.33. The index of a $g$-periodic curve $\gamma$ is defined as the index of $\gamma|_{t_0 \leq t \leq t_0+T}$. It follows from Assertion 4.32 that it is well defined, that is, it is independent of the choice of $t_0$.

Assertion 4.34. Suppose that the Poincaré map $\hat{G}^{-1}P$ has a multiplier greater than 1 in absolute value. Then the $g$-periodic trajectory is unstable in the linear approximation.

The proof is similar to the case of a periodic trajectory.

Assertion 4.35. Suppose that $\sigma(-1)^{m+\text{ind} \gamma} < 0$. Then the $g$-periodic trajectory is unstable.

Proof. $F(\rho) = \det(P - \rho \hat{G})$ is a polynomial of degree $2m$. Since $\det P > 0$, we have $F(+\infty) = +\infty$. Since $F(1) < 0$, there exists a real root $\rho$ greater than 1. \hfill \square

Corollary 4.36. Suppose that $\sigma(-1)^m < 0$ and let $\gamma$ be a nondegenerate local minimum of the action functional $\mathcal{A}$. Then the $g$-periodic trajectory $\gamma$ is unstable.

§5. Degeneracy in Hill’s formula

In this section we consider the case where a $g$-periodic trajectory $\gamma$ is degenerate, that is, the system of variational equations has a nonzero $\hat{G}$-periodic solution $\zeta(t)$. Then it follows from Hill’s formula that the Poincaré map $\hat{G}^{-1}P$ has a nonzero eigenvector $w: \hat{G}^{-1}Pw = w$. This happens, for example, when a nonlinear Lagrangian system $(\mathcal{M}, \mathcal{L})$ has a $g$-invariant first integral $\mathcal{F}$ that is nondegenerate on a trajectory $\gamma(t)$. Then one can show that the system of variational equations has a nonzero $\hat{G}$-periodic solution.

5.1. A continuous symmetry group. We represent the system $(M, \mathcal{L})$ as a Hamiltonian system with Hamiltonian $\mathcal{H}$. Suppose that the system admits an algebra $\mathfrak{g}$ of Hamiltonian symmetry fields generated by Hamiltonians $\mathcal{F}_v$, $v \in \mathfrak{g}$. Suppose also that

$$v(gx) = Gv(x) \quad \text{for all } v \in \mathfrak{g}.$$ \hfill (5.1)

Condition (5.1) holds, for example, when $g$ is an element of this symmetry group. Let $\gamma$ be a $g$-periodic solution in the phase space. For $v \in \mathfrak{g}$, the vector field $\zeta(t) = v(\gamma(t))$ is a $\hat{G}$-periodic solution of the system of variational equations, and

$$Pw = \hat{G}w, \quad w = v(\gamma(0)).$$ \hfill (5.2)
If the system is autonomous, then the Hamiltonian vector field belongs to $\mathfrak{g}$ and the corresponding eigenvector is $w = \dot{\gamma}(0)$.

Following [1], we consider the case when $\mathfrak{g}$ is a $k$-dimensional commutative algebra. Then the corresponding eigensubspace $V \subset \text{Ker}(\hat{G}^{-1}P - I)$ is isotropic and the eigenvalue 1 has multiplicity at least $2k$. We use Routh's method to eliminate the degeneracy. For further details on this see [10].

5.2. Routh's reduction for linear Lagrangian systems. Suppose that a $g$-periodic trajectory is degenerate, that is, the system of variational equations has a nonzero $G$-periodic solution $\zeta(t)$. In this case the linear Poincaré map $\hat{G}^{-1}P$ has an eigenvector $w = \hat{G}^{-1}Pw$ corresponding to the eigenvalue 1.

Assertion 5.1. The system of variational equations has the linear first integral $I_\zeta(\xi, D\xi) = (\zeta, D\zeta) - (\xi, D\xi)$.

Proof. We have

$$\frac{d}{dt} I_\zeta(\zeta(t), D\zeta(t)) = (\zeta, D^2\zeta) - (\xi, D^2\zeta) = (\zeta, U\zeta) - (\xi, U\zeta) = 0. \quad \Box$$

In fact, $I_\zeta(\xi, D\xi) = \omega(w, v) = J_w(v)$ is the value of the symplectic form on the vectors $v, w \in W$ corresponding to $\xi, \zeta$.

Suppose that the Poincaré map $\hat{G}^{-1}P$ has several eigenvectors corresponding to the eigenvalue 1. Suppose that $V \subset \text{Ker}(\hat{G}^{-1}P - I)$ is an isotropic subspace, and let $\Gamma \subset X$ be the corresponding space of $\hat{G}$-periodic solutions of the system $(E, \Lambda)$. Let $w^1, \ldots, w^k$ be a basis for $V$ and let $\zeta^1, \ldots, \zeta^k \in \Gamma$ be the corresponding independent solutions. The system $(E, \Lambda)$ has the first integrals

$$I^\alpha(\zeta, D\zeta) = (\zeta^\alpha, D\zeta) - (\xi, D\zeta^\alpha), \quad \alpha = 1, \ldots, k.$$ 

Since the corresponding space is isotropic these integrals commute:

$$I^\alpha(\zeta^\beta, D\zeta^\beta) = (\zeta^\alpha, D\zeta^\beta) - (\zeta^\beta, D\zeta^\alpha) = \omega(w^\alpha, w^\beta) = 0. \quad (5.3)$$

Notation. $I = (I^1, \ldots, I^k)$;

$$F_t = \{\zeta(t) : \zeta \in \Gamma\} = \text{span}\{\zeta^1(t), \ldots, \zeta^k(t)\}.$$ 

We adopt the following nondegeneracy assumption:

Assumption A. $\dim F_t = k$ for all $t$.

Equivalently, the vectors $\zeta^1(t), \ldots, \zeta^k(t) \in E_t$ are independent for all $t$. Then the Gram matrix

$$K = (k^{\alpha\beta}), \quad k^{\alpha\beta}(t) = (\zeta^\alpha(t), \zeta^\beta(t))$$

is nondegenerate for all $t$.

Remark 5.2. One can show [1] that Assumption A is redundant; namely, the singular set $\Sigma = \{t \in \mathbb{R}/\tau\mathbb{Z} : \dim F_t < k\}$ is finite and the family $(F_t)_{t \in \Sigma}$ can be extended to a smooth $k$-dimensional vector bundle $(F_t)_{t \in \mathbb{R}/\mathbb{Z}}$.

In Routh’s reduction of the linear system $(E, \Lambda)$, the reduced configuration space $\tilde{E}_t = E_t / F_t$ can be identified with

$$E^\perp_t = \{u \in E_t : (u, w) = 0 \quad \text{for all} \ w \in F_t\}$$

by the orthogonal projection $\Pi = \Pi_t : E_t \to E^\perp_t$. For a smooth field $\xi(t) \in E_t$, we denote $D^\perp \xi(t) = \Pi_t D\xi(t)$. In explicit form:

$$\Pi \xi = \xi - k_{\alpha\beta}(\xi, \zeta^\beta)\zeta^\alpha, \quad D^\perp \xi = D\xi - k_{\alpha\beta}(D\xi, \zeta^\beta)\zeta^\alpha, \quad (5.5)$$
where $K^{-1} = (k_{αβ})$ is the inverse of the Gram matrix $K = (k_{αβ})$.

We define the reduced Routh Lagrangian $Λ^⊥$ on $E^⊥ = (E^⊥_t)$ by

$$Λ^⊥(η, Dη) = \frac{1}{2}(D^⊥η, D^⊥η) + \frac{1}{2}(U^⊥η, η), \quad η(t), D^⊥η(t) ∈ E^⊥_t,$$

where the symmetric operator $U^⊥(t): E^⊥_t → E^⊥_t$ is defined by

$$(U^⊥u, u) = (Uu, u) - 3k_{αβ}(u, D^⊥ζ^α)(u, D^⊥ζ^β), \quad u ∈ E^⊥_t.$$

Hence, $U^⊥ = ΠU - 3C$, where$^2$

$$Cu = k_{αβ}(u, D^⊥ζ^α)D^⊥ζ^β.$$

The bilinear action form of the system $(E^⊥, Λ^⊥)$ has the form

$$\frac{1}{2}h^⊥(η, η) = \int_0^T Λ^⊥(η, D^⊥η) dt, \quad η(t) ∈ E^⊥_t.$$

**Lemma 5.3.** Let

$$η(t) - ξ(t) ∈ F_t, \quad ξ(t) = η(t) + λ_α(t)ζ^α(t).$$

Then $ξ$ satisfies the equation $I^α(ξ, Dξ) = c^α$ for all $α = 1, \ldots, k$ if and only if

$$λ_α = k_{αβ}(c^β - I^β(η, Dη)).$$

Indeed, $I^α(ξ, Dξ) = I^α(η, Dη) + k^{αβ}λ_β.$

Recall Routh’s theorem for linear Lagrangian systems.

**Theorem 5.4.** Let $ξ(t) ∈ E_t$ be a solution of the system $(E, Λ)$ such that $I(ξ, Dξ) ≡ 0$. Then $η(t) = Πξ(t) ∈ E^⊥_t$ is a solution of the system $(E^⊥, Λ^⊥)$. Conversely, if $η(t)$ is a solution of the system $(E^⊥, Λ^⊥)$, then there exists a solution $ξ(t)$ of the system $(E, Λ)$, that is unique mod $Γ$, such that $I(ξ, Dξ) = 0$ and $η(t) = Πξ(t)$.

The proof is similar to the proof in [1].

5.3. **Hill’s formula for the reduced Poincaré map.** Let $G^⊥: E^⊥_t → E^⊥_t$ denote the operator defined by the relation

$$G^⊥(t)ξ(t) = G(t)ξ(t) - s_{αβ}(Gξ(t), Gζ^α)Gζ^β, \quad ξ(t) ∈ E^⊥_t.$$

In other words, $G^⊥(t) = ΠtG(t)$. We observe that for all $ξ(t) ∈ E^⊥_t$, $ζ(t) ∈ Γ$ the following holds:

$$(Gξ(t), ζ(t + τ)) = (ξ(t), ζ(t)) = 0.$$

**Definition 5.5.** Let $\tilde{P}: E^⊥_0 ⊕ E^⊥_0 → E^⊥_τ ⊕ E^⊥_τ$ be the period map over period $τ$ of the system of variational equations

$$D^{1,2}ξ(t) = U^⊥ξ(t), \quad \tilde{P} = (\tilde{G}^⊥)^{-1} \tilde{P}: E^⊥_0 ⊕ E^⊥_0 → E^⊥_0 ⊕ E^⊥_0,$$

$$\tilde{G}^⊥: \tilde{W}_0 → \tilde{W}_τ, \quad \tilde{G}^⊥(ξ(t), η(t)) = (G^⊥ξ(t), G^⊥η(t)).$$

**Definition 5.6.** We set $X^⊥ = \{η ∈ X: η(t) ∈ E^⊥_t\}$ and denote the Hesse operator for the reduced system $(E^⊥, Λ^⊥)$ by

$$H^⊥ = (-D^{1,2} + I)^{-1}(-D^{1,2} + U^⊥): X^⊥ → X^⊥.$$

Let $Q^⊥: E^⊥_0 → E^⊥_0$ be the linear parallel transport map corresponding to the equation $D^⊥η = 0$. We set $σ^⊥ = det Q^⊥ = ±1$. If Assumption A holds, then $σ = σ^⊥$, since the vector bundle $F$ is orientable.

We can now write Hill’s formula for the reduced Poincaré map $\tilde{P}: \tilde{W} → \tilde{W}.$

$^2C$ is independent of the choice of basis.
Theorem 5.7. We have
\[
\det(\hat{P} - I) = \sigma^1(-1)^{m-k}\beta \det H^1,
\]
\[
\beta = e^{(m-k)\tau} \det^{-2}(e^\tau G^1 - Q^1) > 0.
\]

Note that \( H^1 \neq H|_{X^1} \) in the general case, except when \( D^1\zeta = 0 \). This is because the space \( X^1 \) of \( G^2 \)-periodic \( \eta(t) \in E^1_t \) does not correspond to the space of \( G^2 \)-periodic \( \xi(t) \in E_t \) such that \( I^{1}(\xi,D\xi) = 0 \). Therefore \( h^1 \) is not the restriction of \( h \) to \( X^1 \), as in the geodesic case. Therefore we need to discuss the connection between \( h^1 \) and \( h \).

5.4. Eliminating the degeneracy in the second variation.

Definition 5.8. We define subspaces \( Y, Z \subset X \) by the formulæ
\[
Y = \{ \xi \in X : I^{1}(\xi,D\xi) \equiv \text{const} \},
\]
\[
Z = \{ \xi \in X : \xi(t) \in E_t \text{ for all } t \}.
\]

If \( \zeta^1,\ldots,\zeta^k \in \Gamma \) are a basic set of \( G \)-periodic solutions, then
\[
Z = \left\{ \xi(t) = \lambda_\alpha(t)\zeta^\alpha(t) : \lambda_\alpha(t + \tau) = \lambda_\alpha(t), \int_0^\tau k^\alpha_\beta \lambda_\alpha \lambda_\beta dt < \infty \right\}.
\]

Lemma 5.9. For any \( \eta \in X \) there exists \( \xi = \Phi(\eta) \in Y \) that is unique mod \( \Gamma \) such that \( \xi - \eta \in Z \). In explicit form: \( \eta = \xi - \lambda_\alpha\zeta^\alpha \), where \( \lambda_\alpha \) satisfies (5.8) and \( c^\alpha = c^\alpha(\eta) \) is given by
\[
c^\alpha = \kappa^\alpha_\beta \int_0^\tau k^\alpha_\beta I^\beta(\eta,D\eta) dt, \quad (\kappa^\alpha_\beta) = (\kappa_\alpha^\beta)^{-1}, \quad k^\alpha_\beta = \int_0^\tau k^\alpha_\beta dt.
\]

This follows from Lemma 5.3 for \( G \)-periodic \( \xi, \eta \). \( \square \)

Thus, we have constructed a projection \( \Phi : X \to \tilde{Y} = Y/\Gamma \) that is the identity on \( Y \) and is equal to zero on \( Z \). We obtain the following.

Assertion 5.10. We have \( Y \cap Z = \Gamma \) and \( Y + Z = X \).

Assertion 5.11. The spaces \( Y, Z \) are \( h \)-orthogonal, that is, \( h(\xi,\eta) = 0 \) for all \( \xi \in Z, \eta \in Y \). The restriction of \( h \) to \( Z \) has the form
\[
h(\lambda_\alpha\zeta^\alpha,\lambda_\beta\zeta^\beta) = \int_0^\tau k^\alpha_\beta \lambda_\alpha \lambda_\beta dt.
\]

Proof. We take \( \xi \in Z, \xi(t) = \lambda_\alpha(t)\zeta^\alpha(t) \). Then
\[
h(\lambda_\alpha\zeta^\alpha,\eta) = \int_0^\tau \left( (D(\lambda_\alpha\zeta^\alpha),D\eta) + (U\lambda_\alpha\zeta^\alpha,\eta) \right) dt
\]
\[
= \int_0^\tau \left( (\dot{\lambda}_\alpha\zeta^\alpha,D\eta) + (\lambda_\alpha\dot{D}\zeta^\alpha,D\eta) + (\lambda_\alpha D^2\zeta^\alpha,\eta) \right) dt
\]
\[
= \int_0^\tau \left( \frac{d}{dt}(\eta,\lambda_\alpha D\zeta^\alpha) + \dot{\lambda}_\alpha I^\alpha(\eta, D\eta) \right) dt
\]
\[
= (\eta,\lambda_\alpha D\zeta^\alpha) \bigg|_0^\tau + \int_0^\tau \dot{\lambda}_\alpha I^\alpha(\eta, D\eta) dt.
\]

Here we have used the fact that \( \zeta \) satisfies the system of variational equations. If \( \eta = \lambda_\alpha\zeta^\alpha \), then \( I^\alpha(\eta, D\eta) = k^\alpha_\beta \dot{\lambda}_\beta \). Therefore,
\[
h(\lambda_\alpha\zeta^\alpha,\lambda_\beta\zeta^\beta) = \int_0^\tau k^\alpha_\beta \dot{\lambda}_\alpha \dot{\lambda}_\beta dt + (\lambda_\alpha\zeta^\alpha,\lambda_\beta D\zeta^\beta) \bigg|_0^\tau
\]
If \( \eta \in Y \) is \( G \)-periodic and \( \lambda_\alpha(t + \tau) = \lambda_\alpha(t) \), then (5.13) gives 0, while (5.14) gives (5.12). Assertion 5.11 is proved. \( \square \)
Notation. Let \( \hat{X} = X/\Gamma \), \( \hat{Y} = Y/\Gamma \), \( \hat{Z} = Z/\Gamma \).

Then \( \hat{Y} \oplus \hat{Z} = \hat{X} \). The bilinear form \( h \) defines a form \( \hat{h} \) on \( \hat{X} \) and \( \hat{Y} \perp_{\hat{h}} \hat{Z} \), while \( \hat{h}|_{\hat{Z}} \) is positive-definite. We obtain the following.

Corollary 5.12. We have \( \text{ind} \ h = \text{ind} \ \hat{h}|_{\hat{Y}} \) and \( \text{null} \ h = \text{null} \ \hat{h}|_{\hat{Y}} + k \).

Corollary 5.13. The projection \( \Pi: X \to X^\perp \) defines an isomorphism

\[
(5.15) \quad \hat{\Pi}|_{\hat{Y}}: \hat{Y} \to X^\perp, \quad (\hat{\Pi}|_{\hat{Y}})^{-1} = \Phi|_{X^\perp}.
\]

Indeed, if \( \Pi \xi = 0 \) for \( \xi \in Y \), then \( \xi \in Z \), so that \( \xi \in Y \cap Z = \Gamma \) (Assertion 5.10). Similarly, \( Y + Z = X \) implies that \( \Pi(Y) = X^\perp \). □

We will now calculate the restriction \( h|_Y \). Let \( h^\perp(\eta, \eta) \) be the bilinear form of the reduced system \((E^\perp, \Lambda^\perp)\).

Assertion 5.14. Let \( h^\top = h|_Y \circ \hat{\Pi}^{-1} \) be the bilinear form on \( X^\perp \) corresponding to the form \( h|_Y \). Then for every \( \eta \in X^\perp \) we have

\[
(5.16) \quad h^\top(\eta, \eta) = h^\perp(\eta, \eta) + \bar{k}_{\alpha\beta} c^\alpha c^\beta,
\]

where \( c^\alpha(\eta) = I^\alpha(\xi, D\xi), \xi = \Phi\eta, \) are defined by formula (5.11).

This is a consequence of the following more general formula.

Lemma 5.15. Let \( \xi(t) = \eta(t) + \lambda_\alpha(t) \zeta^\alpha(t), 0 \leq t \leq \tau, \) be the same as in Lemma 5.3. Then

\[
(5.17) \quad h(\xi, \xi) = h(\eta, \eta) - \int_0^\tau k_{\alpha\beta}(I^\alpha(\eta, D\eta) - c^\alpha)(I^\beta(\eta, D\eta) - c^\beta) \, dt
\]

\[+ \left( (\lambda_\alpha \zeta^\alpha, \lambda_\beta D\zeta^\beta) + 2(\lambda_\alpha \eta, D\zeta^\alpha) + 2c^\alpha \lambda_\alpha \right) \bigg|_0^\tau.
\]

Proof. We have

\[h(\xi, \xi) = h(\eta, \eta) + 2h(\eta, \lambda_\alpha \zeta^\alpha) + h(\lambda_\alpha \zeta^\alpha, \lambda_\beta \zeta^\beta).
\]  

Now (5.17) follows from (5.13 − 5.14) and (5.8). □

Proof of Assertion 5.14. If \( \eta \) is a \( G \)-periodic vector field and the functions \( \lambda_\alpha \) are periodic, then

\[ (\lambda_\alpha \zeta^\alpha, \lambda_\beta D\zeta^\beta) + 2(\lambda_\alpha \eta, D\zeta^\alpha) + 2c^\alpha \lambda_\alpha \bigg|_0^\tau = 0. \]

By (5.11),

\[
\int_0^\tau k_{\alpha\beta}(c^\alpha - I^\alpha(\eta, D\eta))(c^\beta - I^\beta(\eta, D\eta)) \, dt
\]

\[= \int_0^\tau k_{\alpha\beta} I^\alpha(\eta, D\eta)I^\beta(\eta, D\eta) \, dt - 2 \int_0^\tau k_{\alpha\beta} c^\alpha I^\beta(\eta, D\eta) \, dt + \bar{k}_{\alpha\beta} c^\alpha c^\beta
\]

\[= \int_0^\tau k_{\alpha\beta} I^\alpha(\eta, D\eta)I^\beta(\eta, D\eta) \, dt - \bar{k}_{\alpha\beta} c^\alpha c^\beta.
\]

We now use the fact that \( \eta = \Pi \xi \in X^\perp \). Then \( I^\alpha(\eta, D\eta) = -2(\eta, D^\perp \zeta^\alpha) \), so that

\[
\int_0^\tau k_{\alpha\beta} I^\alpha(\eta, D\eta)I^\beta(\eta, D\eta) \, dt = 4 \int_0^\tau k_{\alpha\beta}(\eta, D^\perp \zeta^\alpha)(\eta, D^\perp \zeta^\beta) \, dt.
\]
Finally,
\[ h(\eta, \eta) = \int_0^\tau \left( (D^\perp \eta, D^\perp \eta) + k_{\alpha\beta}(\eta, D^\perp \zeta^\alpha)(\eta, D^\perp \zeta^\beta) + (U\eta, \bar{\eta}) \right) dt \]
\[ = h^\perp(\eta, \eta) + 4 \int_0^\tau k_{\alpha\beta}(\eta, D^\perp \zeta^\alpha)(\eta, D^\perp \zeta^\beta) dt. \]

It remains to substitute this into (5.17). □

We consider the space
\[
Y^0 = \{ \xi \in X : I(\xi, D\xi) \equiv 0 \} \subset Y.
\]
By (5.16) we have
\[
h|_{Y^0} = h^\perp \circ \Pi|_{Y^0}.
\]

**Assertion 5.16.** We have
\[
Y^0 + Z = \left\{ \eta \in X^\perp : \int_0^\tau k_{\alpha\beta}(D^\perp \zeta^\alpha, \eta^\beta) dt = 0 \right\}.
\]

Thus, \(Y^0 + Z = X\) if and only if \(D^\perp \zeta^\alpha = 0\). Equivalently, \(DZ \subset Z\).

5.5. **The indices of \(h\) and \(h^\perp\).** In this subsection we discuss the connection between the indices \(\text{ind } h = \text{ind } h|_Y\) and \(\text{ind } h^\perp\). Let \(\hat{G}^{-1} P : W \to W\) be the Poincaré map. As in Subsection 3.4 we assume that
\[
N = \text{Ker}(\hat{G}^{-1} P - I)^2 = \{ v \in W : \hat{G}^{-1} P v - v \in V \}
\]
is a symplectic space and \(V = \text{Ker}(\hat{G}^{-1} P - I)\) is a Lagrangian subspace of \(N\). Let \(w^1, \ldots, w^k\) be a basis in the space \(V\) and let \(q_1, \ldots, q_k\) be a basis in the Lagrangian complement of \(V\) in \(N\). We define matrices \(A = (a_{\alpha\beta})\) and \(A^\perp = (a^\perp_{\alpha\beta})\) by the formulae
\[
a_{\alpha\beta} = s_{\alpha\delta} k^\delta_\epsilon s_{\epsilon\beta} - s_{\alpha\beta}, \quad a^\perp_{\alpha\beta} = s_{\alpha\beta} - \overline{k}_{\alpha\beta}.
\]

Recall the nondegeneracy conditions of Subsection 3.4

**Condition A.** The symmetric matrix \(K_i = (k^\alpha_i)\), \(k^\alpha_i = \langle B_i w^\alpha, w^\beta_{i+1} \rangle\), is nondegenerate for all \(i\).

**Condition B.** The matrix
\[
\overline{K} = \sum_{i=1}^n K_i^{-1} = (\overline{k}_{\alpha\beta}), \quad \overline{k}_{\alpha\beta} = \sum_{i=1}^n k_{\alpha\beta i}
\]
is nondegenerate.

**Condition C.** The matrix \(A^\perp = (a^\perp_{\alpha\beta})\) is nondegenerate.

**Definition 5.17.** We say that \(\gamma\) is nondegenerate mod \(V\) if the nondegeneracy Conditions A, B, and C hold.

**Theorem 5.18.** Suppose that \(\gamma\) is nondegenerate mod \(V\). Then
\[
\text{ind } h - \text{ind } h^\perp = \text{ind } A - \text{ind } A^\perp.
\]
See the proof in [1].
Since the form $h|_Z$ is positive definite, as in the proof of Corollary 3.17 we obtain the following.

**Corollary 5.19.** Suppose that $\det A \neq 0$. Then $(-1)^{\text{ind } h} = (-1)^{\text{ind } h^\perp + \text{ind } b}$.

5.6. **Example: Autonomous systems.** Consider the special case of autonomous Lagrangian systems. The system of variational equations of a $g$-periodic trajectory $\gamma$ has a $G$-periodic solution $\zeta(t) = \gamma(t)$. We assume that $\gamma$ is nondegenerate in the autonomous sense (only two multipliers equal to 1) and there exists a family $\gamma_\alpha$ of $g$-periodic trajectories of period $\tau(\alpha)$ such that $\gamma_0 = \gamma$ and $\tau(0) = \tau$. Let $E(\alpha) = \mathcal{H}|_{\gamma_\alpha}$ and $A(\alpha) = \int_{\gamma_\alpha} \langle p, dx \rangle$ be the energy and the Maupertuis action of the trajectory $\gamma_\alpha$.

**Lemma 5.20.** Suppose that $dE/d\tau \neq 0$. Then

$$(-1)^{\text{ind } b} = -\text{sign}(\tau'(\alpha)E'(\alpha)) = -\text{sign}\left(\frac{dE}{d\tau}\right).$$

**Proof.** The union of the trajectories $\gamma_\alpha$ in the phase space $TM \cong T^*M$ is a symplectic cylinder $\Sigma$. Restricting the Hamiltonian system to $\Sigma$ we obtain an integrable Hamiltonian system with one degree of freedom and with Hamiltonian $H(\vartheta, I) = E(I)$, where $\vartheta \in \mathbb{R}/Z$, $I \in \mathbb{R}$. We can assume that $\alpha = I$ and $\gamma_\alpha(t) = (E'(\alpha)t, \alpha)$. Then $\tau(\alpha) = 1/\nu(\alpha)$, where the frequency $\nu(\alpha)$ is equal to $E'(\alpha)$. We have $w = \left(\begin{array}{c} 1 \\ 0 \end{array}\right)$ and $v = \left(\begin{array}{c} 0 \\ 1 \end{array}\right)$. The monodromy matrix of the trajectory $\gamma_\alpha$ is

$$\hat{G}^{-1}P = \hat{G}^{-1}P_\alpha = \left(\begin{array}{cc} 1 & \nu'/\nu \\ 0 & 1 \end{array}\right).$$

Hence,

$$\hat{G}^{-1}Pv = \left(\begin{array}{c} \nu'/\nu \\ 1 \end{array}\right),$$

so that $s = \omega(\hat{G}^{-1}Pv, v) = \nu'/\nu = -\tau^{-2} d\tau/dE$. \qed

**Notation.** Set $\text{ind } \gamma = \text{ind } h(\gamma)$.

**Assertion 5.21.** Suppose that a $g$-periodic trajectory $\gamma$ has exactly 2 multipliers equal to 1. Suppose that $\sigma(-1)^{m^+ + \text{ind } \gamma}dE/d\tau < 0$. Then $\gamma$ has a real multiplier $\rho > 1$.

**Proof.** Since $\sigma = \sigma^\perp$, by Corollary 5.19 and Lemma 5.20 we have

$$(-1)^{\text{ind } h^\perp} = -\text{sign}\left(\frac{dE}{d\tau}\right)(-1)^{\text{ind } \gamma}.$$  

The dimension of the reduced system is equal to $m^+ = m - 1$. Therefore,

$$\sigma(-1)^{m^+ + \text{ind } h^\perp} = \sigma(-1)^{m - 1 + \text{ind } \gamma}(-\text{sign}\left(\frac{dE}{d\tau}\right)) = -1.$$  

If we apply Corollary 4.35 to the reduced Hill formula 4.20, we find that there exists a multiplier $\rho > 1$. \qed

**Example 5.22.** Suppose that a material point in $\mathbb{R}^m$ is moving in a potential field with a homogeneous potential

$$V(\lambda x) = \lambda^k V(x), \quad \lambda > 0, \quad k(k - 2) \neq 0.$$  

Suppose that $g: \mathbb{R}^m \to \mathbb{R}^m$ is a diffeomorphism preserving the Lagrangian. We introduce generalized spherical coordinates $(r, \phi_1, \ldots, \phi_{m-1})$, $g(x) = (g_r(x), g_{\phi_1}(x), \ldots, g_{\phi_{m-1}}(x))$.
in $\mathbb{R}^m$. Then $V(x)$ can be represented in the form

$$V(x) = r^kg(\phi_1, \ldots, \phi_{m-1}), \quad g_r(x) = r,$$

$$f(g_{\phi_1}(x), \ldots, g_{\phi_{m-1}}(x)) = f(\phi_1, \ldots, \phi_{m-1}).$$

Let $\gamma$ be a $g$-periodic solution with energy $E$ such that $\gamma(t + \tau) = g\gamma(t)$ for all $t \in \mathbb{R}$. Then $\gamma(t) = \gamma(\lambda^{k/2^2} t)$ is a $g$-periodic solution with ‘period’ $\tau(\lambda) = \lambda^{1-k/2}\tau$ and energy $E(\lambda) = \lambda^k E$. Therefore,

$$\frac{dE(\lambda)}{d\tau(\lambda)} = \frac{2k}{k-2} \left( \frac{\tau(\lambda)}{\tau} \right)^{(k+2)/(k-2)} E.$$

Hence, by Lemma 5.20

$$(-1)^{\text{ind} b} = \text{sign} \left( \frac{2-k}{k} \right).$$

Consider the problem of the motion of a material point in $\mathbb{R}^m$ in a force field with a homogeneous potential of degree $k$, where $k(k-2) \neq 0$. The equations $\sigma = 1$, (5.24) and Assertion 5.21 yield the following.

**Proposition 5.23.** Suppose that a $g$-periodic trajectory $\gamma$ has exactly 2 multipliers equal to 1. Suppose that $(-1)^{m+\text{ind} b}(k-2)/k < 0$. Then $\gamma$ has a real multiplier $\rho > 1$.
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