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The Schrödinger equation occupies a central and, at the same time, peculiar place in physics. It is central in the sense that it is acknowledged to be universal; it explains all facts about nonrelativistic matter such as superconductivity. Peculiar it is, since we rarely derive any material properties ab-initio from the Schrödinger equation. Overwhelmed by its mathematical complexity which, of course, reflects the unlimited forms of matter, theoretical physicists dig out the salient bits of mathematics associated with the phenomena and try to deal with those.

There are, however, a number of facts about bulk matter that can be derived rigorously from the basic principles of quantum mechanics. The one phenomenon at the heart of it all is that the physical size of bulk matter and its energy content are proportional to the number of particles involved or, in short, that matter is stable. Matter consists of electrons and nuclei that interact with each other through electrostatic forces, i.e., Coulomb’s $\frac{1}{r^2}$ law repelling particles with like charges and attracting particles of opposite charges. Clearly, stability cannot be explained on the basis of classical physics alone, since there is nothing that resists the infinite attraction of Coulomb’s law whose lowest energy is reached when particles of opposite charge sit on top of each other. In fact, the development of quantum mechanics was to a certain extent driven by the desire to estimate the size of atoms. While the bulkiness of atoms was understood early on, it was not until the mid-sixties through the work of Fisher, Ruelle, and others in statistical mechanics that a mathematical formulation of the stability of matter problem was even given. A many-particle system is stable if its ground-state energy is proportional to the number of particles involved. This was proved in the late sixties by Dyson and Lenard for a system of nuclei and electrons interacting with each other through electrostatic forces. The foundations on which stability ultimately rests are the uncertainty principle (that enters via the Schrödinger equation) and the Pauli exclusion principle. The first quantifies the cost of kinetic energy when localizing a quantum mechanical particle and explains successfully the size of hydrogen and helium. The second, which introduces some kind of “repulsion” among electrons, comes into play when dealing with many particles. That it is necessary for stability of bulk matter to hold was shown by Dyson [8].

It is difficult to overstate the importance of these two principles. They seem to be true universal principles that explain facts about nature from the smallest distance scales up to objects of astronomical size (ignoring the somewhat annoying fact that we have not found a true relativistic quantum theory as of yet). For example, they yield the correct magnitude for the Chandrasekhar radius of white dwarfs. For further details, quotes, and more examples about the astonishing range of validity of quantum mechanics the reader should consult the lucid exposition [13], which can also be found in [14] along with many of the articles mentioned in the references.

The goal of this note is to explain a few of the latest developments not covered in [13], and this is stability of matter interacting with fields. First,
we give in a telegraphic style the ingredients necessary to formulate the stability result of Dyson and Lenard.

A piece of matter consists of charged particles, $K$ nuclei, and $N$ electrons interacting with each other according to Coulomb’s law. We shall treat the nuclei as classical particles or, what is the same, as particles of infinite mass that are located at the positions $R_1, \ldots, R_K$. The state of $N$ electrons is described by a complex-valued wave function $\Psi$ of the space and spin coordinates of each electron; i.e.,

$$\Psi = \Psi(x_1, \sigma_1; \ldots; x_N, \sigma_N).$$

The important point is that nature allows two kinds of $\Psi$’s: the symmetric ones (bosons) or, as in the case of electrons, antisymmetric ones (fermions), the latter being the precise formulation of the Pauli exclusion principle. We denote the Hilbert-space of all $N$-electron wave functions by

$$\mathcal{H} = \wedge^N L^2(\mathbb{R}^3; \mathbb{C}^2),$$

the $N$-fold antisymmetric tensor product of $L^2(\mathbb{R}^3; \mathbb{C}^2)$. That the wave function of a single electron has values in $\mathbb{C}^2$ is related to the spin of the electron. This will be important later.

The Hamiltonian that describes that system is given, in suitable units, by

$$H = \sum_{j=1}^N \tau_j + V_c.$$

The standard choice for the kinetic energy $\tau$ is

$$\tau = p^2 = -\Delta,$$

which is the kinetic energy operator of a nonrelativistic electron. The symbol $p = -i\nabla$ stands for the physical momentum, and the subscript $j$ reminds us that $\tau_j$ acts on the coordinates of the $j$-th particle. $V_c$ is the Coulomb interaction among the particles and is given by

$$V_c = -\sum_{i=1,j=1}^{N,K} \frac{Z_j}{|x_i - R_j|} + \sum_{i<j}^N \frac{1}{|x_i - x_j|} - \sum_{i<j}^{K} \frac{Z_i Z_j}{|R_i - R_j|}.$$

The three terms describe, in succession, the attraction of the nuclei and electrons, the repulsion among the electrons, and the repulsion among the nuclei. For simplicity we shall assume that all the nuclei have the same charge $Z$.

The ground-state energy $E(N, K, Z, R)$ of the system is defined to be the lowest element of the spectrum of the operator $H$ as an operator on $\mathcal{H}$, i.e., on the wave functions that obey the Pauli exclusion principle. As indicated, this number depends on the number of nuclei, their charges and their positions, and the number of electrons.

The main theorem is now:

**Theorem 1 (Stability of Matter).** The ground-state energy $E(N, K, Z, R)$ of the system defined by (1)–(3) satisfies the estimate

$$E(N, K, Z, R) \geq -C(Z)(N + K),$$

where the constant $C(Z)$ is independent of $N, K$ and the position of the nuclei $R_1, \ldots, R_K$.

This theorem was first proved by Dyson and Lenard [9] and later simplified and considerably improved by Lieb and Thirring [18].

Various extensions of this fundamental result have been investigated. There is a "relativistic" version due to Conlon [6] where $\tau = \sqrt{p^2 + m^2} - m$, the relativistic kinetic energy. His results were later improved by Fefferman-de la Llave [11] and Lieb–Yau [19]. For a discussion of these results the reader may consult [13] and [15] for a particularly simple approach. The main feature we have to mention is that stability of matter for relativistic systems poses bounds on the fine structure constant $\alpha$. This constant is a dimensionless combination of the elementary charge $e$, Planck’s constant $h$, and the speed of light $c$ and is given by $\alpha = 2\pi e^2/\hbar c$ with an approximate value of $1/137.04$. It measures the effective strength of the electromagnetic interaction. This constant will recur in the discussion below.

Now let us turn to the recent developments where matter is coupled to magnetic fields and start with some introductory observations. A static magnetic field is a divergence-free vector field in $\mathbb{R}^3$. We can always find a "vector potential" $A(x)$ such that

$$\nabla \times A(x) = B(x).$$

Clearly, $A$ is only specified up to a gauge transformation $A \rightarrow A + \nabla \chi$ for some function $\chi$.

The electron interacts with the magnetic field through "minimal coupling"; i.e., one replaces the momentum $p$ by $p - A$ and hence obtains for the kinetic energy

$$|p - A|^2,$$

where the vector potential $A$, as in the case of a scalar potential, acts as a multiplication operator. Recall that $p$ is a shorthand for $-i\nabla$. This Hamiltonian describes the interaction of a charged particle with a magnetic field. For a single particle the addition of a magnetic field leads to a raising of the ground-state energy, as can be seen from the pointwise “diamagnetic” inequality

$$|p - A|\psi(x)| \geq |\nabla|\psi(x)|.$$
It was shown in [1, 7] that as a consequence of this inequality the estimate of Theorem 1 holds with a constant that is independent of the magnetic field. In general, the field will lower the energy but not by so much as to violate the bound of Theorem 1. The real dependence of the ground-state energy on the magnetic field is an important physical problem that is not very well understood.

A special case that can be solved explicitly is an otherwise free electron in the $x - y$ plane that moves in a constant magnetic field $(0, 0, B), B > 0$. The lowest energy state of this problem is given by the function

$$\psi(x, y) = \left( \frac{B}{2\pi} \right)^{1/2} e^{-B(x^2 + y^2)/4},$$

with an energy $B$. For an electron moving in three space the kinetic energy is raised by adding $-\partial^2 / \partial z^2$, and hence the energy of the electron is again bounded below by $B$. The wave functions with energies close to $B$ tend to be localized perpendicular to the field lines.

The spin of the electron introduces an additional complication. The electron behaves to some extent like a magnetized needle; i.e., it has a magnetic moment $\mu$. The coupling between this moment and the magnetic field is given by $-\mu \cdot B$. Recall that the wave function of a single electron has spin as an additional variable; i.e., it is an element of $L^2(\mathbb{R}^3 : \mathbb{C}^2)$. It is convenient to think of it as a "spinor", i.e., a two-component wave function

$$\Psi = \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}.$$

The "magnetic moment" is now given by the vector $\langle \Psi, \sigma \Psi \rangle$, where $\sigma$ are the three Pauli matrices

$$\sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & -i \\ -i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$$

and $\langle , \rangle$ is the standard inner product on $\mathbb{C}^2$. The part of the energy that describes the interaction of the electron with the magnetic field is given by

$$\tau = |p - A|^2 - \sigma \cdot B = |\sigma \cdot (p - A)|^2,$$

which is a positive matrix-valued operator called the Pauli-Hamiltonian.

If we again consider the case where the magnetic field is constant pointing in the $z$-direction, we see that the $\sigma \cdot B$ term cancels the ground-state energy $B$ of $|p - A|^2$. The operator is still positive but considerably weakened. An uncertainty principle measures the cost of localizing the wave function; i.e., strong localization is only possible for large kinetic energies. In the present example we see that the cost of localizing the electron is paid in part by the magnetic field; the kinetic energy measures only localization in the $z$-direction.

Our model for bulk matter is now the many-body Hamiltonian given by (1) and (3), with $\tau$ given by (4). We shall refer to this model as the nonrelativistic model. Its ground-state energy $E(B, Z, R, N, K)$ will be a complicated function of the magnetic field. A disturbing fact is that by choosing large magnetic fields but keeping all the other parameters fixed, $E(B, Z, R, N, K)$ can be made arbitrarily negative. According to what was mentioned above this may not come as a great surprise, due to the weakening of the kinetic energy. In fact, it is shown in [2] that for hydrogen in a strong constant magnetic field $B$ the ground-state energy behaves as $-(\ln B)^2$ to leading order as $B \to \infty$.

Matter is constantly surrounded by magnetic fields; in fact, one knows from quantum electrodynamics that the fluctuations of the electromagnetic field are quite large but are apparently of no concern. Certainly it never happens that matter becomes unstable through a spontaneous fluctuation of the field. The energy cost for creating a magnetic field is measured in terms of the field energy given in suitable units by

$$\frac{1}{8 \pi \alpha^2} \int_{\mathbb{R}^3} |B(x)|^2 dx.$$

It is therefore physically reasonable that the field energy stabilizes $E(B, Z, R, N, K)$. More precisely, we expect that

$$E(B, Z, R, N, K) + \frac{1}{8 \pi \alpha^2} \int_{\mathbb{R}^3} |B(x)|^2 dx \geq -C(Z)(N + K)$$

uniformly in $B$.

Let us emphasize again that the constant $C(Z)$ should not depend on the number of particles, the position of the nuclei, or the magnetic field.

We usually think of a magnetic field as external; i.e., the magnetic field acting on a piece of matter is produced by some external currents and not by that piece itself. Note, however, that in the above inequalities we did not constrain the magnetic field to be external. Thus one may view the above model as a semiclassical caricature of non-relativistic quantum electrodynamics, i.e., a "theory" that incorporates the fields as dynamical quantities that fully interact with matter, and (5) amounts to stability of that theory—certainly a first, albeit a small, step toward the full problem with a quantized electromagnetic field.
A surprising fact is that even (5) cannot hold without qualifications; a collapse occurs if \( Z \alpha^2 \) is large enough. It is instructive to sort this out in the case of a hydrogenic atom [12]. The energy functional for this system is

\[
\mathcal{E}(\Psi, A) = \left( \sigma \cdot (p - A) \Psi, \sigma \cdot (p - A) \Psi \right) - Z \left( \Psi, \frac{1}{|x|} \Psi \right) + \varepsilon \int_{\mathbb{R}^3} |B(x)|^2 dx.
\]

Here \( \varepsilon = 1/(8\pi \alpha^2) \) and \( \left( \cdot, \cdot \right) \) denotes the inner product in \( L^2(\mathbb{R}^3; \mathbb{C}^2) \). Recall that \( B = \text{curl} A \) and that we minimize over \( A \) as well as the spinor \( \Psi \). Also recall that we have used (4) to display the interaction of the electron with the magnetic field as a complete square. The catastrophic features of this model come in through the possibility of zero modes of the three-dimensional Dirac equation

\[
\sigma \cdot (p - A) \Psi = 0.
\]

The point about this equation is that the solution \( \Psi \) should be square summable and the field \( B \) associated with \( A \) should have finite energy. A simple exercise in scaling then shows that if we set

\[
\Psi_\lambda(x) = \lambda^{\frac{3}{2}} \Psi(\lambda x)
\]

and

\[
A_\lambda(x) = \lambda A(\lambda x),
\]

then \( \Psi_\lambda \) and \( A_\lambda \) still satisfy the three-dimensional Dirac equation (7). If we choose \( \Psi_\lambda \) and \( A_\lambda \) as trial functions in (6), then

\[
\mathcal{E}(\Psi_\lambda, A_\lambda) = \lambda \left[ -Z \left( \Psi, \frac{1}{|x|} \Psi \right) + \varepsilon \int_{\mathbb{R}^3} |B(x)|^2 dx \right],
\]

which becomes arbitrarily negative provided

\[
8\pi Z \alpha^2 > \frac{\int_{\mathbb{R}^3} |B(x)|^2 dx}{\left( \Psi, \frac{1}{|x|} \Psi \right)}.\]

The following example, discovered in [21], shows that zero modes exist. Set

\[
A(x) = \frac{3}{(1 + x^2)^2} \left( (1 - x^2) w + 2(w \cdot x) x + 2 w \times x \right)
\]

and

\[
\Psi(x) = \frac{1 + i \sigma \cdot x}{(1 + |x|^2)^{3/2}} \phi_0,
\]

where the vector \( w \) is given by \( w = (\phi_0, \sigma \phi_0) \) and \( \phi_0 \) is a constant spinor of length one. A straightforward computation shows that (7) is satisfied. The magnetic field \( B \) that belongs to \( A \) is given by

\[
B(x) = \frac{12}{(1 + x^2)^3} \left( (1 - x^2) w + 2(w \cdot x) x + 2 w \times x \right).
\]

The pattern of its field lines is given by the Hopf-fibration on \( S^3 \) viewed on \( \mathbb{R}^4 \) via stereographic projection. Thus the field lines are Euclidean circles winding around a family of nested tori.\(^1\)

In physical terminology we see here a breakdown of the uncertainty principle; that is, the kinetic energy does not get large if the wave function is squeezed (although the field energy does, but in an insufficient fashion for \( Z \alpha^2 \) big enough).

Even if \( Z \alpha^2 \) is small, another collapse can occur. We give here a heuristic reason that can be turned into a rigorous proof quite easily [17]. The constants we get are not correct but serve the purpose of illustration.

Consider a single electron in a field of \( K \) nuclei all having the same charge \( Z \). Pick again a field \( B \) and a spinor \( \Psi \) such that (7) is satisfied—i.e., there is no kinetic energy. For a fixed length scale \( L \) the field energy is of the order \((\alpha^2 L)^{-1}\), the interaction energy of the electron with the nuclei is of the order \(-ZKL^{-1}\), and the repulsive energy of the nuclei is of the order \((ZK)^2L^{-1}\). Thus the total energy is of the order

\[
L^{-1}(\alpha^2 + [ZK - \frac{1}{2}])^2 - \frac{1}{4}.\]

If we forget for the moment that \( Z \) is an integer and allow arbitrarily small values for it, we can set \( ZK = 1/2 \) by choosing a large number of nuclei. If \( \alpha \) is larger than 2, then the total energy can be made arbitrarily negative as \( L \) tends to zero. We thus see that the smallness of \( Z \alpha^2 \) and the fine structure constant \( \alpha \) are required for stability.

The full estimate (5) was proved by Fefferman [10] for a sufficiently small, and shortly thereafter the following theorem was proved by Lieb, Loss, and Solovej [16]:

**Theorem 2.** Estimate (5) holds provided that \( Z \alpha^2 \leq 0.041 \) and \( \alpha \leq 0.06 \). Moreover, if we fix \( \alpha = 1/137 \), then we have stability for \( Z \) up to 1050.

The fact that \( Z = 1050 \) is far outside the physical range indicates that it is safe to apply perturbation theory for all physically reasonable \( Z \)’s.

One should emphasize that the above model is of a very rudimentary nature. The electromagnetic field should be quantized; after all, excited atoms can emit radiation spontaneously. The electrons should be treated in a relativistic fashion; after all, in heavy nuclei, electrons acquire relativistic speeds, and the Dirac equation is the true equation that governs a single relativistic electron. Finally, electron-positron pair production can occur that requires the electron “field” to be quantized too. So far a consistent theory of quantum electrodynamics has eluded us. Humbleness requires

---

\(^{1}\)See the cover of the May 1997 issue of the Notices for a picture.
that we limit ourselves to caricatures, with the hope that they contain certain features that will persist in the theory to be; here is a recent one due to Lieb, Siedentop, and Solovej [20].

The Dirac–Hamiltonian of a relativistic electron interacting with a magnetic field can be written as

$$\tau(A) = \alpha \cdot (-i\nabla + eA) + m\beta,$$

with four-by-four matrices

$$\alpha = \begin{pmatrix} 0 & \sigma \\ \sigma & 0 \end{pmatrix}$$

and

$$\beta = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.$$  

This operator, which acts on four spinors, has the obvious problem that it is unbounded below, and it is difficult to make sense of the notion of stability in this context.

The following approach due to Brown and Ravenhall [4], also Bethe and Salpeter [5], yields a model of matter that looks reasonable for energies that are below the electron–positron pair production threshold. In this model one restricts the electron wave function to lie in the positive energy subspace of the operator (8). Call this A-dependent Hilbert space $H_A$, and define the $N$-electron space by the antisymmetric tensor product

$$\mathcal{H}_A = \Lambda^N H_A.$$  

If we denote by $P_A$ the projection onto $\mathcal{H}_A$ and by $h_A$ the many-body Hamiltonian given in the usual way by (1) and (3) with the kinetic energy given by (8), then the operator of interest is

$$H(A) = P_A h_A P_A.$$  

The stability problem is now formulated in complete analogy with the nonrelativistic version (5); i.e., we consider the ground-state energy of this system with a fixed field, add the field energy, and ask whether there is a lower bound to this expression that is proportional to the total particle number with a proportionality constant that is independent of the position of the nuclei, the magnetic field, and the number of particles. In fact, since all the terms have the same dimension, the constant better be zero, because otherwise we could drive the energy easily to $-\infty$ by scaling.

It was proved in [20] that this is indeed the case provided $Z\alpha$ and $\alpha$ are small enough.

**Theorem 3.** Define $\alpha_c > 0$ to be the solution of

$$1 - (\alpha_c/\beta)^2 = (16\pi L_\alpha)^{2/3},$$

where

$$\frac{1}{\beta} = (\pi/2)Z + 2.80Z^{2/3} + 1.30,$$

and $L \approx 0.06$. Then $H(A)$ is stable provided $\alpha \leq \alpha_c$.

The operator $H(A)$ is a nonlocal operator, and the dependence on $A$ is rather worrisome. Note that the operator (10) is not gauge invariant, but rather gauge covariant; the Hilbert-space has to be transformed too.

An alternative would be to repeat the same procedure but to choose as our one-particle Hilbert space the positive spectral subspace of the free Dirac operator, i.e., (9) without the $A$-field. Note that formally the kinetic energy operator stays the same, but we have restricted the states in a different fashion. This procedure can be rejected on the grounds that it destroys any form of gauge covariance. But things are worse. It was shown in [20] that for any $\alpha > 0$ and for any $Z > 0$ there exist $N,K$ sufficiently large such that $H(A)$ restricted to the positive energy states of the free operator is unbounded below. Thus the stability criterion decides which of the two possible restrictions is the correct choice.

Where to go from here? The main drawbacks of the above models are that neither the electromagnetic field nor the electron field are quantized. There has been some progress in that direction. In [3] the nonrelativistic model is considered with a quantized electromagnetic field. In order that the theory makes sense, however, the field variables have to be cut off for high momenta. As a result, the stability constant depends on this cutoff.

There is usually a sharp division between mathematical rigor and physical intuition. Exponents of both areas are only too willing to attest to that. The division, of course, is artificial, and the research area that I just described makes a good case for that. We now have a clear picture of why matter is stable, and this has been achieved by a combination of physical ideas and nontrivial mathematical concepts. It has to be emphasized that mathematics is vital to the whole enterprise and is not merely a "rigorization" of physical ideas.
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