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the computational details of working at scale with large 
distributed datasets [2]. I also worked on integrating a new 
spatio-temporal visualization algorithm known as nano-
cubes into an R package [10]. This allowed our researchers 
at AT&T Labs to easily explore small subsets of our data 
within their browsers.

During my time at AT&T Labs, I had the chance to de-
velop new software and study approaches for working with 
extremely large datasets. Doing research at the Labs gave 
me expertise in the modeling and management of large 
datasets at a scale that would have been nearly impossible 
to work with in academia. My experience in an industry lab, 
in short, offered educational opportunities beyond what 
was available within a formal graduate program.

Drawbacks
Positions in industry labs are not without their own 
unique issues. For example, in an industry position there 
is a complete lack of personal ownership over ideas, work, 
and software. Projects that take months or years of work 

issue. Or the format of a field would occasionally change 
and cause some of the code to break. The completed data 
pipeline opened up many research questions for our team. 
Quick access to small selections of the corpus (through 
the distributed database) allowed for exploratory analysis 
that allowed us to start thinking critically about what the 
data was able to show. For example, we found that using 
the location data was great for detecting movement along 
highways and public transit routes. It was less useful, how-
ever, in the accurate detection of static devices.

Once the location data was cleaned and stored on our 
research servers, we created tools for modeling and visu-
alizing the data. Mike Kane, Simon Urbanek, and I built a 
set of tools in R for working with large distributed datasets 
[3]. These functions focused on being able to process a 
fixed number of lines of data, allowing for chunk-wise 
operations on large datasets. Using these tools, we de-
veloped a distributed algorithm that allows for applying 
penalized regression to arbitrarily large datasets. Our work 
on this problem eventually led to a textbook focused on 

Figure 2. Maps show registered cell phone towers (solid dots) in the vicinity of Rochester, New Hampshire. 
Each path describes an artificial collection of towers that sequentially handle cell phone traffic for a fictional 
driver commuting from Madbury to Rochester. In the left panel, the driver takes a sequence of smaller roads—
Littleworth, Calef Highway, and Gonic Road. The right shows an alternative path that travels by Route 16 (thick 
grey line). 
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me reflect on how to turn my individual applied projects 
into larger-scale methodological frameworks. Similarly, 
watching students use and struggle with existing software 
libraries helps me to understand the shortcomings in avail-
able tools and how they can be addressed.

One challenge of leaving industry labs has been finding 
ways to continue my scholarship in large-scale statistical 
computing without access to industrial datasets. Currently, 
I have solved this problem by finding publicly available 
datasets that share common traits with those seen in in-
dustrial applications. For example, I have a current project 
that involves working with the entire corpus of page his-
tories from Wikipedia, which amounts to several terabytes 
of textual data. The size of the corpus and complexities of 
dealing with the data address many of the same challenges 
I faced working with CDRs at AT&T Labs. I am involved in 
another project that uses computer vision techniques to 
extract features from video files. While the raw features are 
associated with individual frames, the predictive modeling 
tasks I am interested in—such as scene detection and char-
acter movement—require building models for sequences of 
images. The challenges here mirror the issues of aggregating 
driver-level data to a particular automobile that I faced at 
Travelers.

My experience in industry has impacted my own teach-
ing philosophy. Across all of my classes, my ultimate goal is 
to help students develop the skills needed to engage in the 
ethical and insightful analysis of data. For me this means 
that I need to teach the entire pipeline of working with data 
instead of focusing only on probabilistic modeling. In my 
introductory courses we spend a lot of time talking about 
how to correctly structure data in a spreadsheet. We also 
spend several weeks working on how to interpret statisti-
cal visualizations in both written and oral formats. In my 
courses on data science, students learn how to fetch data 
through APIs and spend several weeks building interactive 
websites with Javascript. These experiences improve their 
ability to present useful data visualizations as well as make 
them comfortable working in new programming languages 
and approaching tasks outside their typical comfort zone.

I found my experiences in industrial research labs both 
rewarding and generally enjoyable. At the same time, I also 
understand the difficulties of life in an industry lab and 
appreciate the relative freedoms afforded by a position 
in academia. Some of the most influential scholars in my 
own work have had similar histories that intersect between 
industry and academic positions, including John Tukey 
(who split his time between Princeton and AT&T Labs), 
danah boyd (a researcher at Microsoft with an ongoing 
position at NYU), Yann LeCun (a computer science pro-
fessor at NYU and director of research at Facebook), and 
Hadley Wickham (RStudio and Rice University). These 
scholars have produced some of the most important work 
in applied statistics. Hadley Wickham’s triptych of papers 
and associated software for applied data analysis—“A 

often result in no tangible outcomes that are seen outside 
of the company. Business concerns may force researchers 
to abandon interesting lines of work in favor of other tasks.

I engaged in a wide array of interesting research projects 
at Travelers and AT&T. Unfortunately, almost none of this 
work is publicly available. Industry labs typically forbid 
the publishing of research that uses internal data; without 
the datasets as examples, most of the methodological 
innovations made in my work were hard to motivate or 
even explain.1 At Travelers we were not even allowed to 
publish software that we had built. AT&T Labs, with its 
long tradition in computing, was more willing to allow 
the publication of software. The two papers I have from my 
time there both focus on specific software libraries we built. 
However, even this type of publication is increasingly rare.

Another concern I had while employed within an in-
dustry research lab was whether my work was being used 
in ethical and appropriate ways. Take, for example, the 
cellphone location analytics projects. All of the applications 
I directly worked on were either banal internal studies, 
such as testing network dead spots, or external consulting 
projects that made use of highly aggregated tabulations to 
show the general movement of people through space for 
urban planning purposes. However, there was no way for 
me to stop, or to even be aware of, my code being used for 
more objectionable applications. These concerns may also 
extend to all publicly available research. When publishing 
method papers or open source software, there is also no way 
to ensure that derivative work is being used responsibly. 
But, at least in the publicly available case, the research is not 
being internally motivated or funded by these applications. 
Also, I believe that the net benefit of publicly available 
research generally outweighs the concerns of misuse. The 
potential for abuse is harder to justify with research that is 
never made externally available.

After two and half years at AT&T, I left to join the fac-
ulty at the University of Richmond. The year prior to my 
departure, I taught two courses as a part-time lecturer at 
Yale University. This experience reignited my passion for 
teaching and convinced me that I wanted to make that a 
permanent part of my work. I also wanted the opportunity 
to make more of my research public in order to get external 
feedback and to see my methods and code made usable in 
other domains.

Academia and Future Directions
As I have transitioned back into academia, my experience 
in industry continues to shape my approach to research 
and teaching. For example, I no longer see a sharp divide 
between my work as a researcher and an educator. Teaching 
students how to work with messy, unstructured data makes 

1Prior to my time at AT&T there were more opportunities to publish da-
ta-driven research. See the paper [8] by my colleagues for a great example 
that illustrates the nature of the internal projects we worked on.
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layered grammar of graphics” [15], “Tidy Data” [17], 
and “The split-apply-combine strategy for data analysis”  
[16]—have been highly influential, for example, in my 
own work. I hope to see more direct partnerships where 
academic faculty can participate in research with industry 
labs. These exchanges have the benefit of bringing to light 
many understudied problems in applied statistics. It also 
provides an external source for critically reviewing the ways 
data are being used in industry and its potential effects on 
society as a whole.
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