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## Introduction

The game "Horse" is a basketball variant in which two players attempt various basketball shots of their choosing, each trying to make shots which the other cannot. It is a popular past-time on basketball courts around the world, and has even been played by professional players (NBA.com, 2020).

Over the years, we have noticed that some players (including our own father, or "Pops") tended to choose very easy shots, which seemed to work to their advantage. This made us wonder if we could analyse, mathematically, the effect of shot difficulty on the probability of winning points when playing Horse. In this paper, we will use simple probability calculations to show that, under the Traditional Rules (TR), it is indeed often optimal to choose very easy shots. We will also introduce modified rules which we call the Pops Rules (PR), and show that these modified rules lead to the different (and, we think, better) situation in which it is optimal to choose more difficult shots.

We shall first assume that two players of equal ability are playing Horse. Player One can select a shot which each player has the same probability $p$ of making, for any $p \in$ $(0,1)$. We will consider the following two questions:

Q1: As a function of $p$, what is the probability (under each of TR and PR) that Player One will score a point on their turn?

Q2: What choice of $p$ maximises the probability (under each of TR and PR) that Player One will score a point on their turn?
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We will then discuss what these calculations tell us about which rules, TR or PR, are preferable when playing Horse.

Finally, we will consider more general situations in which the two players have unequal abilities.

There have been a few previous statistical analyses of Horse. Tarpey and Ogden (2016) use logistic regression to model their own shot success probabilities as a function of distance to the basketball rim, and then model the game of Horse as a Markov chain in an effort to optimise win probabilities. And, Stevenson (2020) presents a statistical model for shot selection in a simulated hypothetical Horse match between two specific NBA players.

## The Game of Horse

The game Horse is played in turns, as follows. (There are also versions with more than two players, but we do not consider them here.) Let's suppose it is Player One's turn. Player One first describes and attempts a basketball shot of their choosing. If they miss the shot, then their turn is over and it is then Player Two's turn. But if Player One makes their shot, then Player Two has to attempt the same shot, and if Player Two misses that shot then they receive a penalty of the next letter in the word H-O-R-S-E (i.e., Player One is awarded a point). If Player One makes their shot and Player Two also makes the shot, then no points are awarded. The game ends when one player has received all of the letters H-O-R-S-E, at which point that player loses.

In summary, there are three possible scenarios for Player One's turn in a game of Horse:

S1. Player One fails to make their shot. In this case, no points are awarded, and Player Two's turn begins.

S2. Player One succeeds in making their shot, and then Player Two fails to make that same shot. In this case, Player Two receives a letter (i.e., Player One scores a point). (Player One then restarts their turn, and might score additional points, though that does not not affect our considerations herein.)

S3. Player One succeeds in making their shot, and then Player Two succeeds in making that same shot.

Under scenario S3, again no points are awarded. But what happens next? In the Traditional Rules (TR), after S3, Player One's turn restarts, i.e., Player One then describes and attempts a new shot of their choosing and the game proceeds according to the above three scenarios. We shall also consider alternative rules, which we call the Pops Rules (PR), wherein scenario S3 ends Player One's turn, i.e., the turn automatically "pops" over to Player Two after both players successfully make the same shot.

## Q1: The Probability of Scoring a Point

We assume now that Player One selects a shot which each player has the same probability $p \in(0,1)$ of making. Then the probabilities for the above three scenarios are easily seen to be:

$$
\begin{aligned}
& \mathbf{P}(S 1)=\mathbf{P}(\text { Player One fails })=1-p . \\
& \mathbf{P}(S 2)=\mathbf{P}(\text { Player One succeeds, then Player Two fails })=p(1-p) . \\
& \mathbf{P}(S 3)=\mathbf{P}(\text { Player One succeeds, then Player Two succeeds })=p^{2} .
\end{aligned}
$$

Let $A(p)$ be the probability that Player One will score a point on their first turn under TR, and let $B(p)$ be the same probability under PR.

Then clearly $B(p)=\mathbf{P}(S 2)=p(1-p)$.
On the other hand, since under TR after scenario S3 the turn restarts,

$$
A(p)=\mathbf{P}(S 2)+\mathbf{P}(S 3) A(p)=p(1-p)+p^{2} A(p)
$$

So, solving this equation for $A(p)$ gives

$$
A(p)=\frac{p(1-p)}{1-p^{2}}=\frac{p(1-p)}{(1-p)(1+p)}=\frac{p}{1+p}
$$

Graphs of the functions $A(p)$ and $B(p)$ are shown in Figure 1 . Note in particular that we always have $A(p) \geq B(p)$, i.e., the restarting of the turn after S 3 under the TR can only help Player One to score.

## Q2: The Optimal Success Probability $p$

Under PR , since the probability of scoring a point is $B(p)=$ $p(1-p)$, it is maximised when $p=1 / 2$. That is, under PR it is optimal for the first player to choose a medium-level shot with probability $50 \%$ of success.

However, under TR, the probability of scoring a point is $A(p)=\frac{p}{1+p}$ which is an increasing function of $p$, so it is maximised as $p \nearrow 1$. That is, under TR it is optimal for Player One to choose an extremely easy shot with probability of success near $100 \%$. (We exclude the case where $p$ is actually equal to 1 , as being inconceivable and also leading to a turn that never ends.)

Intuitively, this optimal TR play will lead to a very long turn in which each player has approximately equal


Figure 1. Graph of the probability of Player One scoring a point in Horse, as a function of the shot probability $p$, under the Traditional Rules (TR: blue, top) and under the Pops Rules (PR: green, bottom).
probability of being the first to finally fail, leading to a probability of nearly $50 \%$ of the first player scoring a point.

## Discussion: The Optimal Rule Choice

The above results show that, if Horse is played optimally under the Traditional Rules (TR), then players are motivated to take extremely easy shots. This will lead to a very uninteresting game, in which only easy and boring shots are attempted, and nearly all shots are made, and turns last an extremely long time until a point is finally scored.

By contrast, if Horse is played optimally under the modified Pops Rules (PR), then players are motivated to take shots which have success probability near $50 \%$. This will lead to an interesting game, in which players take interesting shots, and succeed and fail approximately equally often.

We conclude from our analysis that when playing Horse, the modified Pops Rules (PR) lead to more interesting optimal strategies and thus a better game. We therefore believe that the Pops Rules should be used instead of the Traditional Rules.

## Unequal Players

So far we have assumed that each player has the same probability of making each shot. But now we will consider the case where the probabilities are not equal. Suppose the players have probabilities $p_{1}$ and $p_{2}$, respectively, of making a shot. Then the above scenario probabilities become

$$
\begin{aligned}
& \mathbf{P}(S 1)=\mathbf{P}(\text { Player One fails })=1-p_{1} \\
& \mathbf{P}(S 2)=\mathbf{P}(\text { Player One succeeds, then Player Two fails })=p_{1}\left(1-p_{2}\right) \\
& \mathbf{P}(S 3)=\mathbf{P}(\text { Player One succeeds, then Player Two succeeds })=p_{1} p_{2}
\end{aligned}
$$

Let $A\left(p_{1}, p_{2}\right)$ and $B\left(p_{1}, p_{2}\right)$ be the probability that Player One will score a point on their first turn given $p_{1}$ and $p_{2}$
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Figure 2. Heat map of the probability of Player One scoring a point on their turn in a game of Horse, as a function of the two players' shot probabilities $p_{1}$ and $p_{2}$, under the Traditional Rules (left) and under the Pops Rules (right). Also shown (from top to bottom) are the lines where $p_{2}=p_{1}+0.2$ (pink), $p_{2}=p_{1} / 0.8$ (orange), $p_{2}=p_{1}$ (yellow), $p_{2}=p_{1} / 1.1$ (purple), and $p_{2}=p_{1}-0.2$ (red), together with the optimal $p_{1}$ in each case.
under TR and under PR, respectively. Then, similar to the above, under PR we have $B\left(p_{1}, p_{2}\right)=\mathbf{P}(S 2)=p_{1}\left(1-p_{2}\right)$, and under TR we have

$$
\begin{aligned}
A\left(p_{1}, p_{2}\right) & =\mathbf{P}(S 2)+\mathbf{P}(S 3) A\left(p_{1}, p_{2}\right) \\
& =p_{1}\left(1-p_{2}\right)+p_{1} p_{2} A\left(p_{1}, p_{2}\right) .
\end{aligned}
$$

So, solving this equation for $A\left(p_{1}, p_{2}\right)$ gives

$$
A\left(p_{1}, p_{2}\right)=\frac{p_{1}\left(1-p_{2}\right)}{1-p_{1} p_{2}} .
$$

Heatmaps of the functions $A\left(p_{1}, p_{2}\right)$ and $B\left(p_{1}, p_{2}\right)$ are shown in Figure 2. Of course, these probabilities are highest when $p_{1}$ is large and $p_{2}$ is small. Once again, we always have $A\left(p_{1}, p_{2}\right) \geq B\left(p_{1}, p_{2}\right)$ as we must.

Linear Difference case: Consider the linear difference case, where $p_{2}=p_{1}-d$ for some fixed constant $d \in$ $(-1,1)$. To ensure that $p_{1}, p_{2} \in(0,1)$, we restrict to $p_{1} \in$ $(0, \min [1,1+d])$. Then under PR,

$$
B\left(p_{1}, p_{1}-d\right)=p_{1}\left(1-\left[p_{1}-d\right]\right)=(1+d) p_{1}-p_{1}^{2} .
$$

It follows that $B\left(p_{1}, p_{1}-d\right)$ is maximised when $p_{1}=(1+$ $d) / 2$. This holds for any $d \in(-1,1)$, i.e., it is true regardless of which player is better.

However, under TR,

$$
A\left(p_{1}, p_{1}-d\right)=\frac{p_{1}\left(1-\left[p_{1}-d\right]\right)}{1-p_{1}\left[p_{1}-d\right]}=\frac{p_{1}-p_{1}^{2}+p_{1} d}{1-p_{1}^{2}+p_{1} d} .
$$

To analyse this, we compute that for fixed $d$,

$$
\frac{d}{d p_{1}} A\left(p_{1}, p_{1}-d\right)=\frac{\left(1-p_{1}\right)^{2}+d}{\left(1+d p_{1}-p_{1}^{2}\right)^{2}} .
$$

If $d \geq 0$ (i.e., Player One is better than Player Two), then $\frac{d}{d p_{1}} A\left(p_{1}, p_{1}-d\right)>0$ for all $p_{1}<1$, i.e., $A\left(p_{1}, p_{1}-d\right)$ is again
an increasing function of $p_{1}$, so it is again maximised by taking $p_{1} \nearrow 1$. If instead $d \in(-1,0)$ (i.e., Player Two is better than Player One), then $A\left(p_{1}, p_{1}-d\right)$ is maximised when $\frac{d}{d p_{1}} A\left(p_{1}, p_{1}-d\right)=0$, i.e., $\left(1-p_{1}\right)^{2}+d=0$, i.e., $p_{1}=1-\sqrt{-d} \in(0,1)$, so there is a non-degenerate optimal choice of $p_{1}$.

Note, though, that $1-\sqrt{-d}>(1+d) / 2$ for all $d \in$ $(-1,0)$. So, regardless of whether $d$ is positive or negative, the Pops Rules still encourage more difficult shots than the Traditional Rules do. For example, if $d=0.2$ so $p_{2}=p_{1}-$ 0.2 , then the optimal $p_{1} \nearrow 1$ under TR, but the optimal $p_{1}=(1+d) / 2=(1+0.2) / 2=0.60$ under PR. Or, if $d=$ -0.2 so $p_{2}=p_{1}+0.2$, then the optimal $p_{1}=1-\sqrt{-d}=$ $1-\sqrt{0.2} \doteq 0.55$ under TR, but the optimal $p_{1}=(1+d) / 2=$ $(1-0.2) / 2=0.40$ under PR.

Ratio case: Next, consider the ratio case where $p_{2}=$ $p_{1} / r$ for some fixed $r>0$. To ensure that $p_{1}, p_{2} \in(0,1)$, we restrict to $p_{1} \in(0, \min [1, r])$. Then under PR,

$$
B\left(p_{1}, p_{1} / r\right)=p_{1}\left(1-\frac{p_{1}}{r}\right)=p_{1}-\frac{p_{1}^{2}}{r} .
$$

If $r \geq 2$, then $B\left(p_{1}, p_{1} / r\right)$ is an increasing function on its domain, so it is optimal to choose $p_{1} \nearrow 1$. If instead $r<2$, then $B\left(p_{1}, p_{1} / r\right)$ is maximised when $p_{1}=r / 2$, so $p_{2}=p_{1} / r=1 / 2$, i.e., the optimal strategy for Player One (whether they are better or worse than Player Two) is to take a shot that Player Two will make half the time.

However, under TR,

$$
A\left(p_{1}, p_{1} / r\right)=\frac{p_{1}\left(1-\frac{p_{1}}{r}\right)}{1-p_{1}\left(\frac{p_{1}}{r}\right)}=\frac{p_{1}-\frac{p_{1}^{2}}{r}}{1-\frac{p_{1}^{2}}{r}} .
$$

| Case | $A\left(p_{1}, p_{2}\right)$ | opt. $p_{1}[\mathrm{TR}]$ | $B\left(p_{1}, p_{2}\right)$ | opt. $p_{1}[\mathrm{PR}]$ |
| :---: | :---: | :---: | :---: | :---: |
| $p_{2}=p_{1}$ | $\frac{p_{1}}{1+p_{1}}$ | $\nearrow 1$ | $p_{1}\left(1-p_{1}\right)$ | $1 / 2$ |
| $p_{2}=p_{1}-d(d \geq 0)$ | $\frac{p_{1}-p_{1}^{2}+p_{1} d}{1-p_{1}^{2}+p_{1} d}$ | $\nearrow 1$ | $(1+d) p_{1}-p_{1}^{2}$ | $(1+d) / 2$ |
| $p_{2}=p_{1}-d(d<0)$ | $\frac{p_{1}-p_{1}^{2}+p_{1} d}{1-p_{1}^{2}+p_{1} d}$ | $1-\sqrt{-d}$ | $(1+d) p_{1}-p_{1}^{2}$ | $(1+d) / 2$ |
| $p_{2}=p_{1} / r(r \geq 2)$ | $\frac{p_{1}-\frac{p_{1}^{2}}{r}}{1-\frac{p_{1}^{2}}{1}}$ | $\nearrow 1$ | $p_{1}-\frac{p_{1}^{2}}{r}$ | $\nearrow 1$ |
| $p_{2}=p_{1} / r(1 \leq r<2)$ | $\frac{p_{1}-\frac{p_{1}^{2}}{r}}{1-\frac{p_{1}^{2}}{r}}$ | $\nearrow 1$ | $p_{1}-\frac{p_{1}^{2}}{r}$ | $r / 2$ |
| $p_{2}=p_{1} / r(0<r<1)$ | $\frac{p_{1}-\frac{p_{1}^{2}}{r}}{1-\frac{p_{1}^{2}}{r}}$ | $1-\sqrt{1-r}$ | $p_{1}-\frac{p_{1}^{2}}{r}$ | $r / 2$ |

Table 1. Probability of scoring a point, and optimal shot probability, in various cases.

To analyse this, we compute that for fixed $r$,

$$
\frac{d}{d p_{1}} A\left(p_{1}, p_{1} / r\right)=\frac{r\left(p_{1}^{2}-2 p_{1}+r\right)}{\left(p_{1}^{2}-r\right)^{2}}
$$

If $r>1$ (i.e., Player One is better than Player Two), then $r\left(p_{1}^{2}-2 p_{1}+r\right)>r\left(p_{1}^{2}-2 p_{1}+1\right)=r\left(p_{1}-1\right)^{2}>0$, so $\frac{d}{d p_{1}} A\left(p_{1}, p_{1} / r\right)>0$ for all $p_{1} \in(0,1)$, i.e., $A\left(p_{1}, p_{1} / r\right)$ is an increasing function of $p_{1}$, so it is again optimal to choose $p_{1} \nearrow 1$. If instead $r \in(0,1)$ (i.e., Player Two is better than Player One), then $A\left(p_{1}, p_{1} / r\right)$ has critical points where $p_{1}^{2}-2 p_{1}+r=0$, i.e., from the quadratic formula $p_{1}=[-$ $\left.(-2) \pm \sqrt{(-2)^{2}-4(1)(r)}\right] / 2(1)=1 \pm \sqrt{1-r}$, and it follows that $A\left(p_{1}, p_{1} / r\right)$ is maximised when $p_{1}=1-\sqrt{1-r} \in$ $(0,1)$.

Note, though, that $1-\sqrt{1-r}>\frac{r}{2}$ for $r \in(0,1)$. So, regardless of whether $r>1$ or $r<1$, the Pops Rules encourage more difficult shots than the Traditional Rules do. For example, if $r=1.1$ so $p_{2}=p_{1} / 1.1$, then the optimal $p_{1} \nearrow 1$ under TR, but the optimal $p_{1}=1.1 / 2=0.55$ under PR. Or, if $r=0.8$ so $p_{2}=p_{1} / 0.8$, then the optimal $p_{1}=1-\sqrt{1-r}=1-\sqrt{0.2} \doteq 0.55$ under TR, but the optimal $p_{1}=r / 2=0.8 / 2=0.40$ under PR.

Our results are summarised in Table 1. In particular, in both the linear and ratio cases, the following holds. If Player One is better than Player Two, then it is optimal under TR to choose $p_{1} \nearrow 1$. But if Player Two is better than Player One, then the optimal $p_{1}$ under TR is somewhere in $(0,1)$. Nevertheless, in all situations, the Pops Rules always lead to a smaller optimal $p_{1}$, corresponding to more difficult (and, we believe, more interesting) shots when compared to the Traditional Rules.

In light of this mathematical investigation into Horse probabilities and optimisations, we feel that the Pops

Rules provide a more interesting alternative to the Traditional Rules, and should be used whenever playing Horse on basketball courts throughout the land.
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