THE EULER-POISSON-DARBOUX EQUATION
IN THE EXCEPTIONAL CASES1

E. K. BLUM

1. Introduction. The Cauchy problem for the Euler-Poisson-
Darboux (EPD) equation can be formulated as follows. Let
\( f(x_1, \ldots, x_m) \) be an arbitrary function satisfying certain differ-
entiability requirements to be specified later. It is required to find a
function \( u(x_1, \ldots, x_m, t) \) which satisfies the three conditions

\[
\begin{align*}
(1.1) & \quad L_k[u] = \Delta u - u_{tt} - kt^{-1}u_t = 0, \\
(1.2) & \quad u(x_1, \ldots, x_m, 0) = f(x_1, \ldots, x_m), \\
(1.3) & \quad u_t(x_1, \ldots, x_m, 0) = 0,
\end{align*}
\]

where in the EPD equation (1.1) it is understood that \( \Delta u = \sum_{i=1}^{m} u_{x_i x_i} \)
and \( k \) is a parameter, \(-\infty < k < \infty \).

We designate a solution of \( L_k[u] = 0 \) by \( u^{(k)}(x, t) \), writing \( x \) in
place of \( x_1, \ldots, x_m \). While particular results for this famous equa-
tion go back to Poisson and even to Euler, a systematic investigation
of the Cauchy problem covering all values of \( k \) and \( m \) is of recent date.
The results may be summarized as follows.

(i) If \( k = m - 1 \), the solution, as given explicitly by Ásgeirsson [1],
is

\[
(1.4) \quad u^{(m-1)}(x, t) = \frac{1}{\omega_m} \int_{\sum_{i=1}^{m} \alpha_i = 1} f(x_1 + \alpha_{1} t, \ldots, x_m + \alpha_{m} t) d\omega_m,
\]

where \( \omega_m = 2(\pi)^{m/2}/\Gamma(m/2) \) is the area of the \( m \)-dimensional unit
sphere.

(ii) If \( k > m - 1 \), the solution was obtained by Weinstein [2] and
is given by

\[
(1.5) \quad u^{(k)}(x, t) = \frac{\omega_{k+1-m}}{\omega_{k+1}} \int_{\sum_{i=1}^{m} \alpha_i \leq 1} f(x_1 + \alpha_{1} t, \ldots, x_m + \alpha_{m} t) \cdot \left(1 - \sum_{i=1}^{m} \alpha_i \right)^{(k-m-1)/2} d\alpha_1 \cdots d\alpha_m.
\]
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(iii) For $k < m - 1$ but $k \neq -1, -3, -5, \ldots$, Weinstein [3], improving on his results in [2], obtains the solution

\begin{equation}
(1.6) 
\begin{split}
    u^{(k)}(x, t) &= t^{1-k} \left( \frac{\partial}{\partial t} \right)^n [t^{k+2n-1}u^{(k+2n)}(x, t)], \\
\end{split}
\end{equation}

where $n$ is a positive integer chosen such that $k+2n \geq m-1$ and $u^{(k+2n)}$ is then given by (1.4) or (1.5) with $f$ replaced by $f/(k+1) \cdot (k+3) \cdots (k+2n-1)$. Formula (1.6) generalizes the classical solution of the wave equation ($k=0$) and provides a new and simpler means of obtaining its solution.

(iv) Another solution for $k < m - 1$ is obtained by Diaz and Weinberger [4] by analytic continuation of (1.5) with respect to $k$. Their method includes the values $k = -1, -3, -5, \ldots$, the exceptional nature of which was previously discussed in [2].

It should be noted that the solution of the Cauchy problem is unique for $k > 0$ whereas for $k < 0$ it is not unique [2]. In particular, the solution for the exceptional values is not unique.

In this paper, we obtain by essentially different methods another solution for the exceptional cases. Our solution differs from the solution in [4] in that it is given as an explicit formula and has the further advantage that the function $f$ is required to have fewer continuous derivatives, namely, it is sufficient for $f$ to have derivatives of order at least $(m-k+3)/2$. This generalizes a result obtained by the present author for the case of one $x$ variable ($m=1$) [5; 7].

2. **Two fundamental identities.** Our treatment of the exceptional cases is based on the two fundamental identities

\begin{align}
(2.1) & \quad u^{(k)}(x, t) = t^{1-k} u^{(2-k)}(x, t), \\
(2.2) & \quad u_t^{(k)}(x, t) = t^{1-k} u^{(k+2)}(x, t),
\end{align}

given by Darboux [6] in a slightly different form and as above in [2] and [3].

We shall show that (2.1), (2.2), and (1.6) can be combined to yield a solution for $k = -1, -3, -5, \ldots$. It is convenient to rewrite these formulas, by introducing the variable $s = t^2$, as

\begin{align}
(2.1a) & \quad u^{(k)}(x, s^{1/2}) = s^{(1-k)/2} u^{(2-k)}(x, s^{1/2}), \\
(2.2a) & \quad 2u_t^{(k)}(x, s^{1/2}) = u^{(k+2)}(x, s^{1/2}), \\
(1.6a) & \quad u^{(k)}(x, s^{1/2}) = s^{(1-k)/2} \frac{\partial^n}{\partial s^n} [s^{(k+2n-1)/2} u^{(k+2n)}(x, s^{1/2})].
\end{align}
3. Reduction to the case $k = 1$. Using (2.1a), (2.2a), we can reduce the problem for the exceptional cases to the case $k = 1$. Suppose $k = -(2r + 1)$, $r = 0, 1, 2, \ldots$, and let $u^{(1)}(x, t)$ be a solution of $L_1[u] = 0$. By repeated application of (2.2a), we have

$$\frac{\partial^{r+1}u^{(1)}(x, s^{1/2})}{\partial s^{r+1}} = u^{(2r+3)}(x, s^{1/2}).$$

Then by (2.1a) we obtain the solution

$$u^{-(2r+1)}(x, s^{1/2}) = As^{r+1} \frac{\partial^{r+1}u^{(1)}(x, s^{1/2})}{\partial s^{r+1}},$$

where $A$ is a constant (to be determined later) which insures that $u^{-(2r+1)}$ assumes the prescribed initial values.

If $u^{(1)}$ is such that $\partial^{r+1}u^{(1)}/\partial s^{r+1}$ is finite for $s = 0$, then clearly $u^{-(2r+1)}(x, 0) = 0$. Therefore, if (3.1) is to yield solutions for arbitrary initial values, $\partial^{r+1}u^{(1)}/\partial s^{r+1}$ should have a singularity of the type $s^{-r-1}$, that is, $u^{(1)}$ should have a singularity of the type log $s$. For $m = 1$, such a solution is given in [6]. For arbitrary $m$, we construct $u^{(1)}$ as follows.

Let $k = 1 + 2\varepsilon, \varepsilon > 0$. Choose the smallest positive integer $n$ such that $k + 2n > m - 1$ and $2k + 2n > m - 1$. Using (1.6a) and (2.1a), we construct two solutions

$$u^{(k)}_1(x, s^{1/2}) = x^{(1-k)/2} \frac{\partial^n}{\partial s^n} \left\{ s^{(k+2n-1)/2} \sum_{\alpha_j \leq 1} \int f(x_j + \alpha_j s^{1/2}) \left(1 - \sum_{1}^{m} \alpha_j^{(k+2n-m-1)/2} \right) d\alpha_1 \cdots d\alpha_m \right\},$$

(3.2)

$$u^{(k)}_2(x, s^{1/2}) = \frac{\partial^n}{\partial s^n} \left\{ s^{(1-k+2n)/2} \sum_{\alpha_j \leq 1} \int f(x_j + \alpha_j s^{1/2}) \left(1 - \sum_{1}^{m} \alpha_j^{(1-k+2n-m)/2} \right) d\alpha_1 \cdots d\alpha_m \right\},$$

(3.3)

where

$$f(x_j + \alpha_j s^{1/2}) \equiv f(x_1 + \alpha_1 s^{1/2}, \ldots, x_m + \alpha_m s^{1/2})$$

and $f$ is assumed to have continuous derivatives of order at least
The solution \( u_1^{(k)} \) is obtained by replacing \( k \) by \((2 - k)\) in (1.6a) and then applying (2.1a).

After carrying out the differentiations in (3.2) and (3.3), we have

\[
\begin{align*}
\frac{\partial^q f}{\partial s^q} (1 - \sum_{i=1}^{m} \alpha_i^2)^{(2n-m-\epsilon)/2} d\alpha_1 \cdots d\alpha_m,
\end{align*}
\]

\[
\begin{align*}
\frac{\partial^q f}{\partial s^q} (1 - \sum_{i=1}^{m} \alpha_i^2)^{(2n-m-\epsilon)/2} d\alpha_1 \cdots d\alpha_m.
\end{align*}
\]

Now,

\[
\begin{align*}
\frac{(1 - \sum_{i=1}^{m} \alpha_i^2)^{q}}{\Gamma(q + 1 - \epsilon)} (1 - \sum_{i=1}^{m} \alpha_i^2)^{(2n-m)/2} s^{-\epsilon/2}
\end{align*}
\]

\[
\begin{align*}
\left. \frac{\Gamma(n + 1 + \epsilon)}{\Gamma(q + 1 + \epsilon)} \right. \left. \frac{\Gamma(n + 1 - \epsilon)}{\Gamma(q + 1 - \epsilon)} \right. s^{-\epsilon/2} d\alpha_1 \cdots d\alpha_m.
\end{align*}
\]

The expression in braces is a difference for the function \(((1 - \sum_{i=1}^{m} \alpha_i^2)^{q}/\Gamma(q + 1 + \epsilon))s^{-\epsilon/2}\), formed at \( \epsilon \) and \(-\epsilon\). The derivative of this function at \( \epsilon = 0 \) is

\[
C_q = \frac{\Gamma(n + 1)}{\Gamma(q + 1)} \log \left[ \frac{s^{1/2}(1 - \sum_{i=1}^{m} \alpha_i^2)}{\Gamma(q + 1 + \epsilon)} \right],
\]

where

\[
C_q = \frac{d}{d\epsilon} \left[ \frac{\Gamma(n + 1 + \epsilon)}{\Gamma(q + 1 + \epsilon)} \right]_{\epsilon=0}.
\]
Hence, if (3.6) is divided by $2\epsilon$ and the limit is taken as $\epsilon$ approaches zero, a solution, $u^{(1)}$, with a logarithmic singularity is obtained formally and is given by

$$u^{(1)}(x, s^{1/2}) = \sum_{q=0}^{n} \left( \begin{array}{c} n \\ n - q \end{array} \right) s^q \int \sum_{i \leq 1}^{m} \alpha_i \int \frac{\partial^q f}{\partial s^q} \left( 1 - \sum_{i \leq 1}^{m} \alpha_i \right)^{(2n-m)/2}$$

(3.7)

$$\cdot \left\{ C_q + \frac{\Gamma(n + 1)}{\Gamma(q + 1)} \log \left[ s^{1/2} \left( 1 - \sum_{i \leq 1}^{m} \alpha_i \right) \right] \right\} d\alpha_1 \cdots d\alpha_m.$$  

To verify that $u^{(1)}$ in (3.7) is actually a solution of $L_1[u] = 0$, we shall show that $\lim_{\epsilon \to 0} \Delta u^{(1+2\epsilon)}/2\epsilon = \Delta u^{(1)}$, $\lim_{\epsilon \to 0} u_{(1+2\epsilon)}/2\epsilon = u^{(1)}_{(1)}$, and $\lim_{\epsilon \to 0} u_{(1+2\epsilon)}/2\epsilon = u^{(1)}_{(1)}$. Then it will follow that

$$\lim_{\epsilon \to 0} L_{1+2\epsilon}[u^{(1+2\epsilon)}/2\epsilon] = L_1[u^{(1)}].$$

Since $L_{1+2\epsilon}[u^{(1+2\epsilon)}/2\epsilon] = 0$ for $\epsilon > 0$, this implies $L_1[u^{(1)}] = 0$.

Starting from (3.6), we write $\Delta u^{(1+2\epsilon)}/2\epsilon$ in the form

$$\frac{\Delta u^{(1+2\epsilon)}}{2\epsilon} = \sum_{q=0}^{n} \left( \begin{array}{c} n \\ n - q \end{array} \right) s^q \int \sum_{i \leq 1}^{m} \alpha_i \int \frac{\partial^q(\Delta f)}{\partial s^q} \left( 1 - \sum_{i \leq 1}^{m} \alpha_i \right)^{(2n-m)/2}$$

$$\cdot \left\{ \left( 1 - \sum_{i \leq 1}^{m} \alpha_i \right)^{\epsilon} s^{1/2} \Gamma(n + 1 + \epsilon) \right\} \left\{ \Gamma(n + 1) - \frac{2\epsilon \Gamma(q + 1 + \epsilon)}{2\epsilon \Gamma(q + 1)} \right\} d\alpha_1 \cdots d\alpha_m$$

(3.8)

$$+ \sum_{q=0}^{n} \left( \begin{array}{c} n \\ n - q \end{array} \right) s^q \int \sum_{i \leq 1}^{m} \alpha_i \int \frac{\partial^q(\Delta f)}{\partial s^q} \left( 1 - \sum_{i \leq 1}^{m} \alpha_i \right)^{(2n-m)/2}$$

$$\cdot \left\{ \frac{\Gamma(n + 1)}{\Gamma(q + 1)} - \left( 1 - \sum_{i \leq 1}^{m} \alpha_i \right)^{\epsilon} \frac{\Gamma(n + 1 + \epsilon)}{\Gamma(q + 1 + \epsilon)} \right\} \frac{1}{2\epsilon} d\alpha_1 \cdots d\alpha_m.$$
\[ \Delta u^{(1)} = \sum_{q=0}^{n} \begin{pmatrix} n \\ n - q \end{pmatrix} s^q \int_{\sum_{i=1}^{m} \alpha_i \leq 1} \int \frac{\partial^q(\Delta f)}{\partial s^q} \cdot \left(1 - \sum_{1}^{m} \alpha_i^2 \right)^{(2n-m)/2} \cdot \left\{ C_q + \frac{\Gamma(n + 1)}{\Gamma(q + 1)} \log \left[s^{1/2} \left(1 - \sum_{1}^{m} \alpha_i^2 \right) \right] \right\} d\alpha_1 \cdots d\alpha_m. \] (3.9)

From the differentiability assumptions on \( f \), it follows that \( \partial^q(\Delta f)/\partial s^q, q = 0, 1, \cdots, n \), is continuous and therefore bounded in the region of integration. Furthermore, by the choice of \( n \), we have \((2n - m)/2 > -1\). Hence, for \( s \neq 0 \) and \( \epsilon \) sufficiently small, each integrand in (3.8) is bounded by a summable function, namely,

\[ C \left(1 - \sum_{1}^{m} \alpha_i^2 \right)^{(2n-m)/2} \left\{ C_q + \frac{\Gamma(n + 1)}{\Gamma(q + 1)} \log \left[s^{1/2} \left(1 - \sum_{1}^{m} \alpha_i^2 \right) \right] \right\}, \]

where \( C \) is a sufficiently large constant. Thus, the Lebesgue convergence theorem is applicable and \( \lim_{\epsilon \to 0} \Delta u^{(1+2\epsilon)}/2\epsilon \) can be obtained by taking the limit of the integrands in (3.8). This yields precisely (3.9).

A similar procedure applies to \( u^{(1+2\epsilon)} \). We need only point out that the variable \( s \) in \( u^{(1)} \) and \( u^{(1+2\epsilon)} \) occurs in three places, namely, as a factor \( s^q \), then in the derivative \( \partial^q f/\partial s^q \), and finally as \( s^{-\epsilon} \) in the bracketed quantity. Differentiation of the first two parts yields expressions similar to those in (3.8) and (3.9) and we can again pass to the limit as above. As for the quantity in brackets, in \( u^{(1+2\epsilon)} \), differentiation yields the expression

\[ \sum_{q=0}^{n} \begin{pmatrix} n \\ n - q \end{pmatrix} s^q \int_{\sum_{i=1}^{m} \alpha_i \leq 1} \int \frac{\partial^q f}{\partial s^q} \left(1 - \sum_{1}^{m} \alpha_i^2 \right)^{(2n-m)/2} \cdot \left(1 - \sum_{1}^{m} \alpha_i^2 \right)^{-\epsilon} \frac{\Gamma(n + 1 - \epsilon)}{\Gamma(q + 1 - \epsilon)} \left.s^{-\epsilon-1}\right\} d\alpha_1 \cdots d\alpha_m. \] (3.10)

The corresponding differentiation for \( u^{(1)} \) gives

\[ \sum_{q=0}^{n} \begin{pmatrix} n \\ n - q \end{pmatrix} s^q \int_{\sum_{i=1}^{m} \alpha_i \leq 1} \int \frac{\partial^q f}{\partial s^q} \cdot \left(1 - \sum_{1}^{m} \alpha_i^2 \right)^{(2n-m)/2} \frac{\Gamma(n + 1)}{\Gamma(q + 1)} \frac{1}{2s} d\alpha_1 \cdots d\alpha_m. \] (3.11)
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It is obvious that (3.11) is the limit of (3.10) as ε approaches zero.

The calculations for \( u^{(1+2k)}_{ss} \) and \( u^{(1)}_{ss} \) are carried out in the same way.

4. Solution for the exceptional cases. The solution, \( u^{-(2r+1)} \), of the Cauchy problem for \( k = -(2r+1) \) is given by (3.1) with \( u^{(1)}(x, s^{1/2}) \) determined by (3.7) and the constant \( A \) determined by

\[
A^{-1} = \frac{\Gamma(n+1)}{2} \int_{\sum_{i=1}^{m} \alpha_i^{2}} \left( 1 - \sum_{i=1}^{m} \alpha_i \right)^{(2n-m)/2} d\alpha_1 \cdots d\alpha_m.
\]

In proof, we observe that as a consequence of the method of construction, \( u^{-(2r+1)} \) is a solution of

\[
L^{-(2r+1)}[u] = 0.
\]

It remains to show that the initial conditions are satisfied. To do this, we shall make use of the assumption that \( f \) has at least \((m-k+3)/2\) derivatives. We recall that \( n \) was chosen as the smallest integer such that \( 1+2n > m-1 \). Since \( k = -2r-1 \), we see that our assumption means that \( f \) has at least \( n+r+3 \) derivatives.

First, let us write the solution (3.1) in the following explicit form

\[
u^{-(2r+1)}(x, s^{1/2}) = A s^{r+1} \left\{ \sum_{q=0}^{n} C_q \left( \frac{n}{n-q} \right) s^q \int_{\sum_{i=1}^{m} \alpha_i^{2}} \left( 1 - \sum_{i=1}^{m} \alpha_i \right)^{(2n-m)/2} \frac{\partial^q f}{\partial s^q} d\alpha_1 \cdots d\alpha_m \right\}
\]

\[
+ A s^{r+1} \left\{ \sum_{q=0}^{n} \left( \frac{n}{n-q} \right) \frac{\Gamma(n+1)}{\Gamma(q+1)} s^q \int_{\sum_{i=1}^{m} \alpha_i^{2}} \left( 1 - \sum_{i=1}^{m} \alpha_i \right)^{(2n-m)/2} \frac{\partial^q f}{\partial s^q} \right\}
\]

\[
\cdot \left( 1 - \sum_{i=1}^{m} \alpha_i \right)^{(2n-m)/2} \log \left( 1 - \sum_{i=1}^{m} \alpha_i \right) d\alpha_1 \cdots d\alpha_m
\]

\[
+ A s^{r+1} \left\{ \sum_{q=0}^{n} \left( \frac{n}{n-q} \right) \frac{\Gamma(n+1)}{\Gamma(q+1)} s^q \log s^{1/2} \right\}
\]

\[
\cdot \int_{\sum_{i=1}^{m} \alpha_i^{2}} \left( 1 - \sum_{i=1}^{m} \alpha_i \right)^{(2n-m)/2} d\alpha_1 \cdots d\alpha_m.
\]

Now, if we allow \( s \) to approach zero, it is obvious that the first two terms in (4.2) approach zero. Carrying out the differentiation of the third term, we get for this term
\[ A s^{r+1} \sum_{q=0}^{n} \left( \begin{array}{c} n \\ n - q \end{array} \right) \frac{\Gamma(n + 1)}{2 \Gamma(q + 1)} \sum_{p=1}^{r+1} \left( \begin{array}{c} r + 1 \\ p \end{array} \right) \frac{\partial^{r+1-p}}{\partial s^{r+1-p}} \left[ s^q \int \sum_{\alpha_j \leq 1} \int \frac{\partial^q f}{\partial s^q} \left( 1 - \sum_{1}^{m} \alpha_j^2 \right) d\alpha_1 \ldots d\alpha_m \right] \]

(4.3)

\[ + A(r + 1) s^{r+1} \log s \sum_{q=0}^{n} \left( \begin{array}{c} n \\ n - q \end{array} \right) \frac{\Gamma(n + 1)}{2 \Gamma(q + 1)} \frac{\partial^{r+1}}{\partial s^{r+1}} \left[ s^q \int \sum_{\alpha_j \leq 1} \int \frac{\partial^q f}{\partial s^q} \left( 1 - \sum_{1}^{m} \alpha_j^2 \right) d\alpha_1 \ldots d\alpha_m \right]. \]

Since \( r \geq 0 \), the second term in (4.3) approaches zero as \( s \) approaches zero. The first term approaches

\[ A \frac{\Gamma(n + 1)}{2} \int \sum_{1}^{m} \int f(x_1, \ldots, x_m) \left( 1 - \sum_{1}^{m} \alpha_j^2 \right) \frac{(2n-m)/2}{d\alpha_1 \ldots d\alpha_m} = f(x_1, \ldots, x_m). \]

A similar computation shows that \( u^{-(2r+1)} (x, 0) = 0 \).

5. The singular nature of the solution and polyharmonic initial values. The role of polyharmonic initial values in the exceptional cases was first pointed out in [2]. We shall see that our solution has certain properties mentioned in [2].

The singular part of \( u^{-(2r+1)} \) was written explicitly as (4.3). More precisely, the singularity is contained in the second term of (4.3). Performing the indicated differentiation, this term becomes

\[ A(r + 1) s^{r+1} \log s \sum_{q=0}^{n} \sum_{h=1}^{r+1} \left( \begin{array}{c} n \\ n - q \end{array} \right) \frac{\Gamma(n + 1)}{2 \Gamma(q + 1)} \left( \begin{array}{c} r + 1 \\ h \end{array} \right) \frac{d^h s^q}{d s^h} \]

(5.1)

\[ \cdot \int \sum_{\alpha_j \leq 1} \int \frac{\partial^p f}{\partial s^p} \left( 1 - \sum_{1}^{m} \alpha_j^2 \right) \frac{(2n-m)/2}{d\alpha_1 \ldots d\alpha_m}, \]

where \( p = r + 1 + q - h \). Since \( d^h s^q/d s^h = 0 \) for \( h > q \), we need only consider the terms for which \( h \leq q \). Each of these terms has a factor, \( \Phi_p \), of the form

\[ \Phi_p = \int \sum_{\alpha_j \leq 1} \int \frac{\partial^p f}{\partial s^p} \left( 1 - \sum_{1}^{m} \alpha_j^2 \right) \frac{(2n-m)/2}{d\alpha_1 \ldots d\alpha_m}, \]

where \( p \geq r + 1 \). If polar coordinates are introduced, this becomes
\[ \Phi_p = \int_0^1 (1 - \rho^2)^{(2n-m)/2} \rho^{m-1} \int_{\sum_{1}^{m} \beta_{j} = 1} \frac{\partial^p f(x_i + \beta_j \rho s^{1/2})}{\partial s^p} \, d\omega_m, \]

where \( d\omega_m \) is the element of area of the unit sphere in \( m \)-space. Now,

\[ \frac{\partial f(x_i + \beta_j \rho s^{1/2})}{\partial s} = \frac{\rho}{2s^{1/2}} \sum_{j=1}^{m} f_j \beta_j = \frac{\rho}{2s^{1/2}} \frac{\partial f}{\partial n}. \]

Here, \( f_j \) denotes the partial derivative of \( f \) with respect to the \( j \)th variable and \( \partial f/\partial n \) is the normal derivative at the point \((x_1 + \beta_1 \rho s^{1/2}, \ldots, x_m + \beta_m \rho s^{1/2})\) on the surface of the sphere of radius \( \rho s^{1/2} \). Applying the divergence theorem, we get

\[ \Phi_p = \int_0^1 (1 - \rho^2)^{(2n-m)/2} \frac{\rho^m}{2s^{1/2}} \cdot \left\{ \frac{\partial^{p-1}}{\partial s^{p-1}} \int_{\sum_{1}^{m} \beta_{j} = 1} \int \Delta f(x_i + \beta_j \rho s^{1/2}) \, dv \right\} \, d\rho, \]

where \( dv \) is the volume element of the sphere of radius \( \rho s^{1/2} \). Iterating this process \( p \) times, we obtain

\[ \Phi_p = \frac{1}{(2s^{1/2})^p} \int_0^1 (1 - \rho^2)^{(2n-m)/2} \rho^{m} d\rho \int_0^1 \rho^{p-1} d\rho_1 \cdots \]

\[ \cdot \int_0^1 \rho^{p-1} d\rho_1 \int_{\sum_{1}^{m} \beta_{j} = 1} \int \Delta f(x_i + \beta_j \rho^{p-1} \cdots \rho s^{1/2}) \, dv. \]

Let us assume now that \( f \) is polyharmonic of order \( r+1 \). \( \Delta^r f = 0 \) in all the factors, \( \Phi_p \). This means that the singular term is identically zero and the solution is a polynomial in \( t \), as remarked in [2]. However, if \( f \) is not polyharmonic, then a straightforward differentiation of (5.1) shows that \( \partial^{2r+2} u^{-(2r+1)}/\partial t^{2r+2} \) becomes infinite like \( \log t \) on \( t=0 \).

Therefore, we see that, as pointed out in [3], for the exceptional values of \( k \), a small deviation, no matter how regular, from polyharmonic initial values introduces logarithmic infinities in certain derivatives of the solution.
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