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1. Introduction. By a partly ordered field we shall mean a commutative field $F$ containing a nonempty subset $P$ closed under addition and division. $P$ is called the positive cone and is always closed under multiplication. If for every $x \in F$ either $x \in P$, $-x \in P$ or $x = 0$ holds, then $F$ is ordered (in the familiar sense) or simply ordered. The relations "$x > y$" or "$y < x$" mean that $x - y$ belongs to $P$.

An algebraic characterization of ordered fields was given by Artin and Schreier [2] in 1926 and by Reinhold Baer [3] in 1927, namely $F$ has an ordering if and only if the equation $\sum a_i^2 = -1$ cannot be satisfied for $a_i \in F$, i.e., $F$ is formally real. The proof starts with the fact that in a formally real field the set of sums of nonzero squares is a positive cone, as defined above. Artin [1] also showed that this set consists of all elements which are positive under every possible ordering. In the "ordering in the large" or "ordering modulo a null class $N$" defined by Baer [3] the set of positive elements is closed under addition and multiplication, but not under division. A field ordered modulo the null class $N$ has a simple ordering and $N$ is the set of all elements infinitesimal relative to a subfield. In 1940, Stone [6] stated a theorem characterizing the ring of all continuous real-valued functions on a compact Hausdorff space as a partly ordered ring. This theorem, especially in the form given by Kadison [4], very much simplifies our theory of partly ordered fields.

The principal results of this paper establish the structure of a partly ordered field $F$ satisfying the property (AC): If $x + 1/n$ is positive for $n = 1, 2, \ldots$, then $x \geq 0$. We show that the positive cone $P$ of $F$ is the intersection of a family of positive cones belonging to simple orderings, i.e., simple cones. The family of orderings is split into equivalence classes and the classes are taken as points of a compact Hausdorff space; $F$ is the field of quotients of a domain $B$, where $B$
is represented as a ring of continuous real-valued functions on this space.

Examples of partly ordered fields: (1) Let $F$ be the field $K(x)$ of rational functions over the field $K$ of all rational numbers, with $P$ the set of all functions that assume no negative values for real $x$. $F$ is (AC). (2) Replace $K$ in example 1 by the field $R$ of all real numbers. This also gives an (AC) field. (3) Let $F = K(x, i)$ where $i^2 = -1$, and let $K(x)$ be simply ordered so that $x$ is positive and infinitesimal. Now let $a(x) + ib(x)$ belong to $P$ if $a(x)$ is positive in $K(x)$ and if $b(x)/a(x)$ is infinitesimal in $K(x)$. The field is not (AC).

If $\sigma = \{P_\beta\}$ is a family of positive cones in the field $F$, then $\bigcap P_\beta$ is a positive cone. The partial ordering defined by the intersection will be called the product of the partial orderings defined by the $P_\beta$. For example, the positive cone $P$ given above for $K(x)$ is the intersection of all possible simple cones, or the partial ordering is the product of all simple orderings.

Every field of characteristic zero has a partial order defined by taking the set of positive rationals for $P$, but for any field other than the field of rationals, such a partial order is trivial. If $F$ has a positive cone $P$, and $G$ is the intersection of all subfields containing $P$, then the structure of $G$ determines that of $F$ except for the purely field-theoretic problem of the extension from $G$ to $F$. Accordingly we will be restricted to primitive partial orderings, i.e., those in which no proper subfield contains the positive cone. The field $G$ above has a primitive partial order induced by the partial order of $F$. Even so, we prove that every field of characteristic zero, except for non-formally-real algebraic extensions of the rationals, has at least one primitive partial order.

If $-n < x < n$ holds for some positive integer $n$, then $x$ is said to be bounded and the letter $B$ designates the set of all such elements. If $-1/n < x < 1/n$ holds for $n = 1, 2, 3, \ldots$, then $x$ is called infinitesimal and the set of all such elements is designated by $I$. As in the case of an ordered field, $B$ is a ring, $J$ is an ideal in $B$ (but not necessarily a prime ideal), and $B/J$ satisfies the reality condition: $\sum x_i^2 = 0$ implies all $x_i$ are zero.

2. Structure of the ring $B/J$. In this section the ring $B/J$ is shown to have a representation as a ring of real-valued continuous functions on a compact Hausdorff space. First we list some trivial properties of a partly ordered field $F$: $F$ contains the field of rationals in natural order; $F$ is a partly ordered group under addition; from $x > y$ and $p > 0$ follows $px > py; p > q > 0$ implies $1/q > 1/p > 0$; if $-a < x < a$ and $-b < y < b$ then $-ab < xy < ab$ (this follows from the identities

\[ ab + xy = \frac{1}{2} (a - x)(b - y) + \frac{1}{2} (a + x)(b + y), \]
\[ ab - xy = \frac{1}{2} (a + x)(b - y) - \frac{1}{2} (a - x)(b + y). \]

This last property implies that \( B \) is a ring and that \( J \) is an ideal in \( B \). The following theorem is less trivial.

**Theorem 2.1.** A necessary and sufficient condition that the partial order of \( F \) be primitive is that \( F \) be the field of quotients of \( B \).

**Proof.** Let \( F \) be primitive and let \( p \) be an arbitrary positive element. It is easy to see that \( \frac{1}{1 + p} \) and \( 1 - \frac{1}{1 + p} \) are positive elements of \( B \) so that
\[ p - (1 - \frac{1}{1 + p})/(1/(1 + p)) \]
belongs to the field of quotients \( B' \) of \( B \). Since \( F \) is primitive, and the field of quotients of \( B \) contains every positive element of \( F \), it follows that \( B' = F \).

Conversely, let \( F = B' \) and suppose \( P \subseteq G \) where \( G \) is a subfield of \( F \). If \( x \) is any element of \( B \) then there is a positive integer \( n \) with \( n - x \) positive. Hence \( G \) contains \( n - (n - x) = x \). Consequently \( G \) contains \( B' = F \), so that \( F \) is primitive.

It is natural to inquire whether a partly ordered field \( F \) may be a lattice. Answer: If \( F \) is a lattice it is simply ordered. For let \( x \) be a nonzero, non-negative element of \( F \), assuming that \( F \) is a lattice. There exist positive elements \( p \) and \( q \) such that \( q + x \) is positive, and \( p \) is the least upper bound of \( x \) and zero. Set \( t = p(q + x)/(p + q) > 0 \). Since \( t - x = q(p - x)/(p + q) \geq 0 \), and \( p \) is the least upper bound of \( x \) and zero, we have \( t \geq p \). On the other hand, \( t \leq p \), since
\[ p - t = p(p - x)/(p + q) \geq 0. \]

Hence \( t = p \); consequently \( x \geq 0 \), whence \( F \) is simply ordered.

The weaker condition that \( F \) be a directed set, i.e., for arbitrary \( a \) and \( b \) there is an \( x \) such that \( x > a, x > b \), holds in many partly ordered fields that are not simply ordered. Equivalent conditions are: every element is exceeded by at least one positive element; and no proper subring contains the positive cone. Fields satisfying these conditions are called strongly primitive.

Now let \( F \) be a primitive partly ordered field with positive cone \( P \), and consider the ring \( B/J \), with elements \( \bar{x}, \bar{y} \), etc. If \( \bar{x} \) contains an element \( a \in F \) such that \( a + 1/n > 0 \) holds for every \( n = 1, 2, \cdots \), then we write \( "\bar{x} > 0" \) and use \( \bar{P} \) to denote the set of all such \( \bar{x} \). If \( \bar{x} \)
belongs to \( \mathcal{P} \) and \( b \) is any element in \( \bar{z} \) then \( b + 1/n > 0 \) holds for \( n = 1, 2, \cdots \). Note that \( 0 \in \mathcal{P} \); if \( \bar{z}, -\bar{z} \) both belong to \( \mathcal{P} \) then \( \bar{z} = 0 \), and if \( \bar{z} + (1/n) > 0 \) for \( n = 1, 2, \cdots \), then \( \bar{z} \geq 0 \). Also, for every \( \bar{z} \) there is an integer \( n \) such that \( n - \bar{z} > 0 \).

The norm of \( \bar{z} \), written \( \mu(\bar{z}) \) is defined as follows:

\[
\mu(\bar{z}) = \inf \{ r; -\bar{z} < r < \bar{z} \},
\]

where \( r \) is a positive rational. \( \mu(\bar{z}) \) satisfies:

1. \( \mu(\bar{z}) \geq 0 ; \mu(\bar{z}) = 0 \) if and only if \( \bar{z} = 0 \).
2. \( \mu(\bar{x}) + \mu(\bar{y}) \geq \mu(\bar{x} + \bar{y}) \).
3. \( \mu(\bar{x}) \cdot \mu(\bar{y}) \geq \mu(\bar{xy}) \).
4. \( \mu(r\bar{z}) = |r| \mu(\bar{z}) \), for rational \( r \).
5. \( \mu(1) = 1 \).

The completion of \( B/J \) relative to the norm \( \mu(\bar{z}) \) will be designated by \( B^* \), with elements \( x', y', \cdots \). Let \( P^* \) be the set of all elements of \( B^* \) which are limits of elements of \( \mathcal{P} \). Since \( \mu(\bar{r}) = |r| \) for rational \( r \), \( P^* \) contains the positive real numbers. In fact \( B^* \) is a complete archimedean (partly) ordered algebra as defined by Kadison [4] and \( P^* \) is an extension of \( \mathcal{P} \) such that \( P^* \cap B/J = \mathcal{P} \). The theorem of Kadison [4] (see also Stone [6]) now gives the structure theorem.

Theorem 2. Let \( B^* \) be isomorphic and isometric with the algebra \( C(\mathcal{M}) \) of all real-valued continuous functions on a compact Hausdorff space \( \mathcal{M} \), and \( P^* \) corresponds biuniquely with the set of non-negative functions in \( C(\mathcal{M}) \); the metric on \( C(\mathcal{M}) \) is given by the sup norm

\[
\|x\| = \sup \{ |x(M)| ; M \in \mathcal{M} \}.
\]

The elements of \( \mathcal{M} \) are the maximal ideals in \( B^* \), and \( x' \in B^* \) corresponds to the real function \( x'(M) \) which assumes for each \( M \) the (unique) real number belonging to the same residue class as \( x' \).

Corollary 1. If \( F \) is \( (AC) \) then \( x \geq 0 \) holds for \( x \) in \( B \) if and only if \( \bar{x}(M) \) is a non-negative function.

Proof. Since \( J \) is the null ideal, \( B/J = B \) and \( x + 1/n > 0 \) for \( n = 1, 2, \cdots \) implies \( x \geq 0 \). Hence \( \mathcal{P} \) consists of \( P \cap B \) and zero.

Corollary 2. If \( \sum x_i^2 \) belongs to \( J \), for \( x_i \) in \( B \), then each \( x_i \) belongs to \( J \).

3. Archimedean conditions. An ordered field is called archimedean if every element \( x \) is less than some integer \( n = n(x) \). If the same condition holds in a partly ordered field \( F \) we shall say that \( F \) is archimedean in the strong sense, or \( (AS) \).

Theorem 3.1. Let \( F \) be \( (AS) \). Then \( F \) is \( (AC) \) and primitive and every
primitive partly ordered algebraic extension of $F'$ of $F$ is also (AS).

**Proof.** Since every element of $F$ can be expressed as the difference of two positive elements, every additive subgroup of $F$ that contains $P$ also contains $F$. Hence $F$ is primitive. If $x + 1/n > 0$ holds for $n = 1, 2, \cdots$ and if $x \neq 0$, then there is a positive integer $k$ such that $k + 1/x$ and $x + 1/k$ are both positive. Hence $x = k(x + 1/k)/(k + 1/x)$ is positive, so $F$ is (AC).

Let $B'$ be the ring of bounded elements of $F'$. Then we have $B = F \subseteq B' \subseteq F'$. But since $F'$ is algebraic (finite or infinite) over $F$, $B'$ is a field which, by primitivity of $F'$, is equal to $F'$. Hence $F'$ is (AS).

The first two examples of §1 are primitive and (AC), but not (AS).

If $F$ is a primitive (AC) field, the ideal $J$ is null so that $B/J = B$. By Theorem 2.1 and Corollary 1 to Theorem 2.2, $x^2 \geq 0$ holds for every $x$ in $F$. The following is quite analogous to Baer [3, Satz 4].

**Lemma.** If $x^2 \geq 0$ holds for every $x$ in an arbitrary partly ordered field $F$, then the partial order is a product of simple orderings.

**Proof.** Let $P'$ be any positive cone in $F$ containing all squares and let $x \neq 0$. A polynomial $f(x)$ in $x$ with coefficients in $P'$ can be written: $\sum p \cdot x^i = p + qx$ with $p$ and $q$ in $P'$. Hence, if $f(x) = 0$, $-x = p/q$ belongs to $P'$. Thus if $x$ is any nonzero element such that neither $x$ nor $-x$ belongs to $P'$, the set $P''$ of all elements of $F$ which can be expressed as rational functions in $x$ with coefficients in $P'$ forms a positive cone that properly contains $P'$. It follows at once that any positive cone containing all squares is the intersection of all maximal positive cones containing it (such cones exist, by Zorn’s lemma) and that each maximal cone gives a simple ordering of $F$.

The following theorem is a simple consequence of the lemma:

**Theorem 3.2.** A necessary and sufficient condition that a partial ordering $S$ of $F$ be primitive and (AC) is that $S = \prod S_a$ where each $S_a$ is a simple ordering, such that if $x$ is positive or infinitesimal according to every $S_a$, then $x$ is positive (by $S$).

Throughout the rest of the section, $F$ will denote a primitive (AC) field with positive cone $P$, and ring $B$ of all bounded elements.

Let $\mathcal{S} = \{ S_a \}_{a \in A}$ be the family of all simple orderings whose positive cones $P_a$ contain $P$. Some or all of the $S_a$ may be non-archimedean. The ring $B$ and ideal $J$ corresponding to $S_a$ are denoted by $B_a$ and $J_a$, respectively, and $\mathfrak{M} = \{ M \}$ is the family of all maximal ideals in the ring $B^*$, the completion of $B$. $S_a$ and $M$ are said to be

---

2 This is understood to mean that $F'$ preserves the partial order of $F$. 
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associated if \( P_a \) contains every element \( x \) of \( B \) such that \( \hat{\alpha}(M) > 0 \).

Two ideals associated with the same ordering \( S_a \) are identical. If \( S_a \) has an associated ideal it will be denoted by \( M_a \). Each of the following conditions is necessary and sufficient that \( S_a \) and \( M_a \) be associated: (i) For every \( x \) in \( B \cap P_a \), \( \hat{\alpha}(M_a) \geq 0 \); (ii) If \( \hat{\alpha}(M_a) \geq 0 \) for \( x \) in \( B \), then \( x \in J_a \cup P_a \). Also, if \( S_a \) and \( M_a \) are associated then \( M_a \cap B = J_a \cap B \).

Two orderings \( S_a \) and \( S_b \) in \( \mathcal{S} \) are called equivalent if \( J_a = J_b \), \( B_a = B_b \) and both \( S_a \) and \( S_b \) induce the same ordering in \( B_a / J_a = B_b / J_b \). For example, if \( x \) is positive and infinitesimal by \( S_1 \) in \( K(x) \), negative and infinitesimal by \( S_2 \), then \( S_1 \) and \( S_2 \) are equivalent. However, we only use the notion of equivalence for orderings of \( F \) that belong to the family \( \mathcal{S} \). Two orderings associated with the same ideal are equivalent; and if \( S_a \) is associated with \( M_a \) and \( S_b \) is equivalent to \( S_a \), \( S_b \) is also associated with \( M_a \). We say that \( M \) is associated with an equivalence class of orderings if it is associated with any (hence with each) ordering in the class. The equivalence class containing \( S_a \) is denoted by \( \mathcal{S}_a \).

Suppose an element \( x \) of \( F \) were positive by each \( S_a \in \mathcal{S} \) where \( \mathcal{S} \) is a subfamily of \( \mathcal{S} \) containing at least one element of each equivalence class. Then \( x \) is positive. For let \( S_b \) be an arbitrary element of \( \mathcal{S} \). There is an ordering \( S_a \) in \( \mathcal{S} \), equivalent to \( S_b \), and \( x \) is positive according to \( S_a \) by hypothesis. Hence \( x \) is either positive or infinitesimal according to \( S_b \). Thus \( x \) is either positive or infinitesimal by every ordering in \( \mathcal{S} \), so that, by Theorem 3.2, \( x \) is positive by every ordering in \( \mathcal{S} \); i.e., \( x \) is positive. Thus, the family \( \mathcal{S} \) gives the same partial order as \( \mathcal{S} \).

**Lemma 1.** Every equivalence class of orderings is associated with a maximal ideal \( M \).

**Proof.** For each \( \alpha \), \( B_a / J_a \) is order-isomorphic with a subfield of the field \( R \) of all real numbers. For \( x \) in \( B \), let \( \hat{x}(\alpha) \) be the real image of the residue class in \( B_a \) containing \( x \). For \( S_a \) equivalent to \( S_b \), \( \hat{x}(\alpha) = \hat{x}(\beta) \) holds for every \( x \). For rational \( r \) and arbitrary \( x \) in \( B \), \( r \geq x \) holds in \( F \) if and only if \( r \geq \hat{x}(\alpha) \) holds for every \( \alpha \). Hence the norm \( \mu(x) \) is equal to \( \sup \{ | \hat{x}(\alpha) | ; \alpha \in \mathbb{R} \} \). Let \( x \) be any element of \( B^* \). If \( \{ x_n \} \) is any sequence of elements of \( B \) converging to \( x \), then for each \( \alpha \), \( \{ \hat{x}_n(\alpha) \} \) is a convergent sequence of real numbers whose limit \( L(x, \alpha) \) is independent of the choice of sequences converging to \( x \); moreover, if \( x \) belongs also to \( B \), then \( L(x, \alpha) = \hat{x}(\alpha) \). For arbitrary \( x \) in \( B^* \), let \( \hat{x}(\alpha) \) be defined by: \( \hat{x}(\alpha) = L(x, \alpha) \). Now \( r \geq x \); for real \( r \), holds in \( B^* \) if and only if \( r \geq \hat{x}(\alpha) \) holds for every \( \alpha \), so that \( \mu(x) = \sup \{ | \hat{x}(\alpha) | ; \alpha \in \mathbb{R} \} \).
For fixed $\alpha$, the mapping $H: x \to \tilde{x}(\alpha)$ gives a homomorphism of $B^*$ onto the field $R$, whose kernel is a maximal ideal $M_\alpha$ in $B^*$, with

$$\tilde{x}(M_\alpha) = \tilde{x}(\alpha).$$

For $x$ in $B \cap P$, we have $\tilde{x}(M_\alpha) = \tilde{x}(\alpha) \geq 0$ so that $M_\alpha$ is associated with $S_\alpha$, and hence with the equivalence class $\mathcal{F}_\alpha$ containing $S_\alpha$.

**Lemma 2.** Let $\mathcal{K}$ be a set of maximal ideals of $B^*$. The following condition is necessary and sufficient that $M'$ be a limit point of $\mathcal{K}$ (in the topology of $\mathcal{K}$ mentioned in Theorem 2.2): If $\tilde{x}(M) \geq 0$ holds for every $x$ in $B$ and every $M$ in $\mathcal{K}$ (except $M'$), then $\tilde{x}(M') \geq 0$.

**Proof.** Necessity follows from the fact that the functions $\tilde{x}(M)$ are continuous on $\mathcal{K}$. Sufficiency is a result of Urysohn's lemma, since $B$ is dense in $B^*$.

Let $\mathcal{M}_*$ denote the family of all maximal ideals that are associated with orderings in $S$.

**Lemma 3.** Every $M'$ in $\mathcal{K}$ is either a limit point of $\mathcal{K}_*$, or a member of $\mathcal{K}_*$, and associated with an archimedean ordering.

**Proof.** Let $x$ be a member of $B$ such that $\tilde{x}(M) \geq 0$ for every $M$ in $\mathcal{K}_*$ except $M'$. If $M'$ does not belong to $\mathcal{K}_*$ then $x$ is positive or infinitesimal by every ordering in $S$, and therefore positive in $F$. It follows that $\tilde{x}(M) \geq 0$ holds for every $M$ in $\mathcal{K}$. This implies that $M'$ is a limit point of $\mathcal{K}_*$. If $M'$ is associated with $S_\alpha$, where $S_\alpha$ is non-archimedean, then $x$ is positive or infinitesimal by every $S_\beta$ in $S$, except possibly $S_\alpha$. But then $xy$ is positive or infinitesimal by every $S_\beta$, where $y$ is a nonzero element of $B \cap P$, so that $xy \geq 0$. Hence $x$ is positive in $F$ so that $\tilde{x}(M') \geq 0$ holds. Again $M'$ is a limit point of $\mathcal{K}_*$.

**Theorem 3.3.** I. $B$ satisfies the condition: (α) If $\tilde{x}(M)$ vanishes on a nonempty open set then $\tilde{x}(M)$ vanishes identically. II. Conversely, let $C(T)$ be the ring of all real-valued continuous functions on an arbitrary compact Hausdorff space $T$ and suppose $A$ is a dense subring of $C(T)$ satisfying (α) and (β): If $\{a(t)/b(t); t \in T, b(t) \neq 0\}$ is a bounded set of reals, then the equation $bx = a$ has a solution $x \in A$. (a and $b$ are assumed to belong to $A$.) Then the field $A$ of quotients of $A$ has a primitive $(AC)$ partial order by which $A$ is the ring of bounded elements, and $T$ is homeomorphic with the space of maximal ideals in $A^*$.

**Proof.** I. Suppose $\tilde{x}(M)$ vanishes for every $M$ in the open set $\mathcal{G}$. If $\mathcal{G}$ contains an $M_\alpha$ associated with an archimedean $S_\alpha$ the conclusion is obvious. If $\mathcal{G}$ does not contain such an $M_\alpha$ then $\mathcal{G}$ contains a limit point of $\mathcal{K}_*$ and hence there is an $M_\beta \in \mathcal{G}$ associated with a non-archimedean $S_\beta$. Since $M_\beta$ is not a limit point of the complement of
there is an element \( y \) in \( B \) such that \( \mathcal{J}(M) \geq 0 \) outside \( \mathcal{G} \) and \( \mathcal{J}(M_B) < 0 \). It follows that \( \mathcal{J}x^2 \) is non-negative on all of \( \mathfrak{M} \) so that \( yx^2 \geq 0 \). If \( x \) were not zero, \( yx^2 \) would be negative by \( S_\beta \), since \( y \) is. But this contradicts \( yx^2 \geq 0 \). Hence \( x \) is zero.

II. Let \( P^* \) be the set of all non-negative functions in \( A \) (except the zero function) and let \( P \) be the set of quotients \( a/b \) such that \( ab \) belongs to \( P^* \). The conditions that \( A \) be dense in \( C(T) \) and \( (\beta) \) are not necessary to deduce that \( P \) defines an \( (AC) \) partial order of \( \mathcal{A} \). The first simply guarantees that the space \( T \) is homeomorphic with the space of maximal ideals in \( A^* \), and the second assures that \( A \) contains all bounded elements of \( \mathcal{A} \). The condition \((\alpha)\), besides implying that \( A \) is an integral domain, implies that \( A \) satisfies the condition that

\[ \text{if } a(t) \text{ and } a(t)b(t) \text{ belong to } P^* \text{ then } b(t) \in P^*. \]

From this last fact, together with the obvious properties that \( P^* \) is closed under addition and multiplication and contains all squares in \( A \), and that \( A \) satisfies: \( na(t) + b(t) \in P^* \) for \( n = 1, 2, \ldots \) implies \( a(t) \in P^* \), the conclusion of the converse is readily deduced. The details are omitted.

Let \( S^* \) designate the family of all equivalence classes in \( S \), with the class containing \( S_\alpha \) denoted by \( S_\alpha \). The \( L^* \) topology in \( S^* \) is defined as follows (\( \mathfrak{s} \) is defined in Lemma 1):

\[ (L^*) \mathfrak{s}_a \text{ is a limit point of a set } \mathfrak{K} \subseteq S^* \text{ if and only if for every } x \text{ in } B, \]

\[ \mathfrak{s}(\beta) \geq 0 \text{ for every } S_\beta \text{ (except } S_\alpha \text{) in } \mathfrak{K} \text{ implies } \mathfrak{s}(\alpha) \geq 0. \]

**Theorem 3.4.** With the topology \( (L^*) \), \( S^* \) is homeomorphic with \( \mathfrak{M} \).

**Proof.** It is already clear that \( S^* \) is homeomorphic with \( \mathfrak{M} \), so that we have left to show only that \( \mathfrak{M}_a = \mathfrak{M} \), i.e., that every maximal ideal is associated with an ordering in \( S \).

Let \( M_1 \) be an arbitrary element of \( \mathfrak{M} \). Let \( P_1 \) be a subset of \( B \) defined by: a nonzero element \( x \) of \( B \) belongs to \( P_1 \) if there is an open set \( g^\prime \) (containing \( M_1 \)) in \( \mathcal{G} \) such that \( \mathcal{x}(M) \) is non-negative on \( g^\prime \). We have:

(i) \( P_1 \) is closed under addition and multiplication.

(ii) For every nonzero \( x \), \( x^2 \in P_1 \).

(iii) If \( x \) and \( xy \) belong to \( P_1 \), then \( y \) belongs to \( P_1 \). For both \( \mathcal{x}(M) \) and \( \mathcal{y}(M) \) are non-negative on \( g = g_\alpha \cap g_\beta \). If \( \mathcal{J}(M) < 0 \) holds for any \( M \) \( g \) then \( \mathcal{x}(M) \) is negative throughout an open set \( g' \subset g \). But then \( \mathcal{x}(M) \) must vanish on \( g' \), whence, by Theorem 3.2, \( x = 0 \). This contradicts \( x \in P_1 \) so that \( \mathcal{J}(M) \) is non-negative on \( \mathcal{G} \); hence \( y \in P_1 \).

(iv) If \( \mathcal{x}(M_1) > 0 \), then \( x \in P_1 \).

(v) \( P_1 \) contains \( P \cap B \).

Properties (i), (ii) and (iii) permit us to define a positive cone \( P_1 \).
in \( F \) as the set of all quotients \( x/y \) (\( x \) and \( y \) in \( B \)) for which \( xy \) belongs to \( P_1 \). Then by (ii) and the lemma preceding Theorem 3.2, \( P_1 \) may be extended to at least one simple cone, which contains \( P \), by (v). If \( P_1 \) is any simple extension of \( P_1 \), then the ordering corresponding to \( P_1 \) belongs to \( S \), and from (iv) is associated with \( M_1 \). Thus \( M_1 \) is associated with the equivalence class of all simple extensions of \( P_1 \). This completes the proof.

**Theorem 3.5.** \( B = \bigcap_{a \in x} B_a \).

**Proof.** It is obvious that \( B \) is contained in \( \bigcap B_a \). Let \( x \) be any element not belonging to \( B \). There exists a sequence \( \{a_k\} \) such that \( x^2 > k \) holds by \( S_{a_k} \), \( k = 1, 2, \ldots \). The element \( 1/(1 + x^2) \), which belongs to \( B \) in any case, consequently has no inverse in \( B \) and is therefore a member of a maximal ideal \( M_a \) associated with an ordering \( S_a \). It follows that, since \( 1/(1 + x^2) \) belongs to \( J_a, 1 + x^2 \) is not in \( B_a \). Hence \( x \) is not in \( B_a \), and consequently is not in \( \bigcap B_a \).

According to Krull [5], the intersection of integrally closed domains is integrally closed. Clearly every \( B_a \) is integrally closed.

**Corollary.** \( B \) is integrally closed.

### 4. Extensions

Let \( F \) and \( F', \) with \( F \subseteq F' \), be partly ordered with positive cones \( P \) and \( P' \). If \( P' \cap F = P \), we shall say that the partial order of \( F \) has been extended to \( F' \), or that the partial order of \( F' \) preserves that of \( F \). First we consider simple algebraic extensions. Let \( F \) be primitive, \( \theta \) a root of the monic irreducible polynomial \( f(x) = \sum_{i=0}^{n-1} a_i x^i \) \( (n > 1) \) with coefficients in \( B \), and suppose that \( J \) is not the null ideal in \( F \). In \( F' = F(\theta) \) define \( P' \) as the set of all elements \( \sum_{i=0}^{n-1} a_i \theta^i \) for which \( a_0 \in P \), and \( a_i/a_0 \in J \) for \( i = 1, 2, \ldots, n-1 \). We wish to show that \( P' \) is a positive cone.

**Lemma 1.** If \( a_i/a_0 \in J \) for \( i = 1, 2, 3 \) then \( (a_1 + a_2)/(a_3 + a_0) \in J \).

**Proof.** Note that \( 1 + a_3/a_0 \) is a unit in \( B \). Hence \( (a_1 + a_2)/(a_3 + a_0) = (a_1/a_0 + a_2/a_0)/(1 + a_3/a_0) \) belongs to \( J \).

Since \( f(x) \) is monic, all powers of \( \theta \) have representations with coefficients in \( B \) of the form \( \theta^k = \sum_{i=0}^{n-1} b_i \theta^i \).

**Lemma 2.** \( P' \) contains every element of the form \( y = \sum_{i=0}^{m} a_i \theta^i \), where \( a_0 \in P, a_i/a_0 \in J \) for \( i = 1, 2, \ldots, m \).

**Proof.** \( y = \sum_{i=0}^{m-1} (a_i + \sum_{k=n}^{m} a_k b_i \theta^i) \theta^i \). It follows from Lemma 1 that \( y \) belongs to \( P' \).

**Corollary.** \( P' \) is closed under addition and multiplication.
Let $\theta_1, \ldots, \theta_n = \theta$ be the conjugates of $\theta$, $\sigma_k$ and $\sigma_k'$ be the $k$th elementary symmetric functions of $\theta_1, \ldots, \theta_n$, and $\theta_1, \ldots, \theta_{n-1}$, respectively. From the formulas $\sigma_k' = \sigma_1 - \theta$, $\ldots$, $\sigma_k = \sigma_k - \theta \sigma_{k-1}'$, $k = 2, \ldots, n - 1$, we see that any symmetric polynomial (with integral coefficients) in $\theta_1, \ldots, \theta_{n-1}$ or in $\theta_1, \ldots, \theta_n$ belongs to $B[\theta]$, the ring of all elements of the form $\sum_{j=0}^{n-1} c_j \theta_j$, with all $c_j$ in $B$. For symmetric polynomials in $\theta_1, \ldots, \theta_{n-1}$ we write

$$\sum \theta_1^{i_1} \cdots \theta_k^{i_k} = \sum_{m=0}^{n-1} c_{i_1, \ldots, i_k} \theta^m,$$

with the $c$'s belonging to $B$.

Let $y = h(\theta) = \sum_{d=0}^{n-1} h_d \theta^d$ be an arbitrary element of $P'$. The reciprocal of $y$ is $1/y = h(\theta_1) \cdots h(\theta_{n-1})/(h(\theta_1) \cdots h(\theta_n))$, where the numerator has the form

$$h_0^{n-1} + \sum_{k=1}^{n-1} h_0^{n-1-k} \left\{ \sum_{i_1 \leq \cdots \leq i_k} h_{i_1} \cdots h_{i_k} \sum \theta_1^{i_1} \cdots \theta_k^{i_k} \right\}.$$ 

Substituting for the symmetric polynomials from (1), the coefficient of $\theta^m$, for $m \geq 1$, is seen to be a sum of terms of the form

$$h_0^{n-1-k} h_{i_1} \cdots h_{i_k} c_{i_1, \ldots, i_k},$$

while the constant term is $h_0^{n-1}$ plus a sum of terms of the same form. By direct calculation we see that the quotient of each such term by $h_0^{n-1}$ belongs to $J$. Hence by Lemmas 1 and 2, the numerator $h(\theta_1) \cdots h(\theta_{n-1})$ belongs to $P'$. In the same way it is shown that the denominator belongs to $P$, so that $1/y$ belongs to $P'$. This proves the following:

**Lemma 3.** $P'$ is a positive cone in $F'$.

The following theorem is now easily proved:

**Theorem 4.1.** The partial order of $F$ may be extended to $F' = F(\theta)$ by the positive cone $P'$ and this extension preserves primitivity and strong primitivity. If $J$ is a prime ideal, so is $J'$. ($J$ is assumed to be non-null).

Now let $F$ be an arbitrary primitive partly ordered field and let $F(x)$ be a transcendental extension. Let $f(x)$ be any irreducible polynomial over $F$ and $\theta$ a root. If the partial order of $F$ can be extended to $F(\theta)$ by the positive cone $P_\theta$, then it can be extended to $F(x)$ as follows: For arbitrary $g(x) \in F(x)$ write $g(x) = [f(x)] a(x)/b(x)$, where
a(x) and b(x) are prime to f(x); define \( P' \) by: \( g(x) \in P' \) if and only if \( a(\theta)/b(\theta) \in P_a \). \( P' \) defines a strongly primitive partial order in \( F' = F(x) \) in every case. For the arbitrary element

\[
g(x) = \left[ f(x) \right] a(x)/b(x)
\]

is exceeded by the positive element \( \left[ f(x) \right]^{s^{-1}} \). In particular, \( f(x) \) can be chosen to be a linear polynomial \( x - \theta \), so that \( F(\theta) = F \); then \( P' \), as defined above, gives a strongly primitive extension to \( F(x) \).

**Theorem 4.2.** The partial order of \( F \) can always be extended to \( F(x) \) so that \( F(x) \) is strongly primitive.

For an arbitrary extension \( G \) of \( F \), Zorn's lemma may be applied easily to prove the following:

**Theorem 4.3.** A partial order of \( F \) by which \( J \) is not the null ideal can be extended to any comprehending field \( G \) over \( F \) so as to preserve primitivity, strong primitivity, and the property that \( J \) is a prime ideal.

Given a field \( F \) with a transcendental (over the rational field \( K \)) element \( x \), \( K(x) \) can be ordered so that \( J \neq (0) \); by the theorem, any such partial ordering can be extended to \( F \).

**Corollary.** If \( F \) has any transcendental (over \( K \)) elements then \( F \) has a strongly primitive partial order by which \( J \) is a prime ideal in \( B \).

Finally we shall consider pure transcendental extensions of \((AC)\) fields. Let \( F \) be primitive and \((AC)\). The fact that \( P \) contains all the squares in \( F \) implies that \( F \) is strongly primitive. For if \( b \) is any element of \( F \), \( b^2 + 1 \) is a positive element greater than \( b \), since \( b^2 + 1 - b \) is a sum of squares. It follows that \( F \) satisfies the condition \((AC')\): \( nx + b > 0 \) for \( n = 1, 2, \ldots \), implies \( x \geq 0 \); in fact, the conditions \((AC)\) and \((AC')\) are equivalent for primitive fields.

Let \( F' = F(x) \) be a simple transcendental extension of \( F \) and for each \( a \) in \( F \), let \( P_a \) be the set of all functions \( (x-a)f(x)/g(x) \) (with \( f(x) \) and \( g(x) \) prime to \( x-a \)) such that \( f(a)/g(a) > 0 \). It was noted in the proof of Theorem 4.2 that \( P_a \) is a positive cone in \( F' \) with \( P_a \cap F = P \), but \( P_a \) cannot give an \((AC)\) partial order in \( F' \). Let \( P' = \bigcap_{a \in F} P_a \).

**Theorem 4.4.** \( P' \) defines a primitive \((AC)\) partial order of \( F' = F(x) \) which preserves the partial order of \( F \).

**Proof.** It is convenient to consider the polynomial ring \( F[x] \) and the set \( P^* = F[x] \cap P' \). It is clear that \( P^* \) is closed under addition, multiplication and cancellation (i.e., if \( f \) and \( fg \) belong to \( P^* \) then \( g \in P^* \)), and that \( P^* \) contains all squares in \( F[x] \). In addition, \( P^* \)
satisfies \( \text{(AC')}: \) If \( nf(x) + g(x) \in P^* \) for \( n = 1, 2, \cdots \), where \( f(x) \neq 0 \) and \( f(x) \) and \( g(x) \) belong to \( F[x] \), then \( f(x) \in P^* \), as we now show.

Suppose \( nf(x) + g(x) \in P^* \) for \( n = 1, 2, \cdots \), and assume that \( f(x) \) is neither zero nor in \( P^* \). For every element \( b \) of \( F \), we have \( f(b) \neq 0 \). For if \( f(b) = 0 \), then, since \( nf(x) + g(x) \in P_b \), we have \( nf(b) + g(b) \in P \) for \( n = n_0, n_0 + 1, \cdots \). Hence \( f(b) \) is positive. Since \( f(x) \) is not in \( P^* \) there is an element \( a \) in \( F \), with \( f(x) = (x - a)^* g(x) \), and \( g(a) \) neither positive nor zero. There consequently exists an ordering \( S \) of \( F \) whose positive cone contains \( P \), according to which \( g(a) \) is less than a negative rational.

Consider the Taylor’s (finite) series
\[
g(a + h) = g(a) + hg^{(1)}(a) + h^2g^{(2)}(a)/2 + \cdots.
\]
If \( S \) is archimedean the coefficients \( g^{(0)}(a) \) are bounded so that \( h > 0 \) can be chosen small enough that \( g(a+h) \) is negative by \( S \). If \( S \) is not archimedean, then for every infinitesimal (by \( S \)) element \( y \), \( g(a+h) \) is negative by \( S \), where \( h = y^2/(1 + \sum (g^{(0)}(a))^2) \). In either case there is an infinite set of positive values of \( h \) such that \( g(a+h) \) is negative according to \( S \) and hence \( f(a+h) = h g(a+h) \) is negative by \( S \). For these values of \( h \), \( f(a+h) \) is accordingly not positive in \( F \). But for every \( h \) for which \( f(a+h) \neq 0 \), we just saw that \( f(a+h) \) is positive. Thus \( f(x) \), having infinitely many roots, is zero, in contradiction to our assumption. This establishes \( \text{(AC')} \).

Now \( P' \) is simply the set of all \( f(x)/g(x) \) such that \( f(x)g(x) \) belongs to \( P^* \). It is now easy to verify that \( P' \) is \( (AC) \), primitive, and that \( P' \cap F = P \).

Finally, let \( G \) be an arbitrary pure transcendental extension of \( F \), by independent indeterminates \( x_\alpha, \alpha \in \mathfrak{A} \). The positive cone \( P' \) of the preceding theorem consists of all functions \( f(x) \) such that \( f(a) \geq 0 \) for every \( a \) in \( F \) for which \( f(a) \) is defined. In order to extend the partial order of \( F \) to \( G \) we take \( P \) to be the set of all functions \( f(x_{a_1}, \cdots, x_{a_n}) \) (\( n \) is arbitrary) such that \( f(a_1, \cdots, a_n) \geq 0 \) for all \( a_1, \cdots, a_n \) in \( F \) for which the function is defined. That this defines a primitive \( (AC) \) partial order in \( G \) now follows from Theorem 4.4 by finite induction. Thus we have:

**Theorem 4.5.** The primitive \( (AC) \) partial order of \( F \) may be extended to an arbitrary pure transcendental extension \( G \) of \( F \), so that \( G \) is also primitive and \( (AC) \).
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