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For any Hilbert space $\mathcal{H}$, let $\mathcal{K}$ be the totality of bounded self-adjoint operators with spectrum contained in an interval $I$, which need not be finite. If $f$ is a function from $\mathcal{K}$ to the self-adjoint operators on $\mathcal{H}$ obtained from a bounded real-valued function $f_0$ on $I$ by the spectral theorem (that is, by $f(A) = \int_\omega f_0(\lambda) dE_\lambda$, where $E_\lambda$ is the spectral resolution of $A$), then $f$ is called an operator function (associated with $I$). An operator function $f$ is defined, once $f_0$ is given, for all such $\mathcal{K}$. An operator function $f$ associated with $I$ is convex provided $A, B$ in $\mathcal{K}$ and $0 \leq t \leq 1$ imply

\begin{equation}
(f(tA + (1 - t)B) \leq tf(A) + (1 - t)f(B).
\end{equation}

**Theorem.** The operator function $f$ associated with $I$ is convex if and only if

\begin{equation}
(A) \quad \text{for } A \in \mathcal{K} \text{ and for any projection } P, \quad Pf(PAP)P \leq Pf(A)P.
\end{equation}

Seymour Sherman suggested to me the problem of characterizing operator functions $f$ satisfying (A) by conditions on the corresponding real-valued functions $f_0$. (He remarked that the square is such a function\(^1\) but the absolute value is not. Sherman has also made an attack on the present theorem by other methods.) The characterization is provided by combining the present theorem with characterizations of convex operator functions \([1]\). In particular, it is necessary but far from sufficient that $f_0$ be convex and analytic.

**Proof.** From the definition follow these useful facts about any operator function:

\(^1\) $((PAP)x, x) = (PAPx, APx) \leq (APx, APx) = (PA^2Px, x)$. 

---

\(^1\) $((PAP)x, x) = (PAPx, APx) \leq (APx, APx) = (PA^2Px, x)$.
Fact 1. If $P$ is a projection commuting with $A$, then $P f(PAP)P = P f(A)P$.

Fact 2. If $V$ is an isometry, $f(VA^{-1}V) = V f(A) V^{-1}$.

Another preliminary remark is that the property of convexity is possessed by all the constants (actually by all linear functions), and by the sum of any two functions possessing the property; and correspondingly for property $(A)$. This allows me in the last two paragraphs of the proof to make without loss of generality the convenient assumption $f(0) = 0$. For such $f$, $f(PAP) = P f(PAP)P$; because $P$ commutes with $PAP$, so by Fact 1, $P f(PAP)P = P f(0)P = 0$. (Here and hereafter, $P$ means $1-P$). For such $f$, therefore, the inequality in $(A)$ is just $f(PAP) \leq P f(A)P$.

Assume $f$ a convex operator function, $A \in \mathcal{K}$, and $P$ any projection.

$$P f(PAP)P = P f(PAP + \bar{P}AP)P$$

$$\leq \frac{1}{2} P f(PAP + PA\bar{P} + \bar{P}AP + \bar{P}A\bar{P})P$$

$$+ \frac{1}{2} P f(PAP - PA\bar{P} - \bar{P}AP + \bar{P}A\bar{P})P,$$

by Fact 1 and the definition of convexity. But each of the terms on the right is equal to $2^{-1} P f(A)P$—the first trivially, and the second by Fact 2 with $V = P-\bar{P}$. Hence $(A)$.

Assume $(A)$, $f(0) = 0$, $0 \leq t \leq 1$, and $A, B \in \mathcal{K}$. The proof of $(1)$ will be accomplished in the Hilbert space of pairs

$$\left( \begin{array}{c} x_1 \\ x_2 \end{array} \right)$$

with $x_1, x_2 \in \mathcal{K}$. This Hilbert space will be denoted $\mathcal{K}_1 \oplus \mathcal{K}_2$, $\mathcal{K}_1$ being the subspace of elements having second coordinate zero and $\mathcal{K}_2$ the subspace where first coordinates are zero. Let $V_1$ be the natural isometry of $\mathcal{K}$ onto $\mathcal{K}_1$; e.g.,

$$V_1(x) = \left( \begin{array}{c} x \\ 0 \end{array} \right).$$

It will be convenient to identify $\mathcal{K}$, not with either $\mathcal{K}_1$ or $\mathcal{K}_2$, but with a different subspace of $\mathcal{K}_1 \oplus \mathcal{K}_2$, the projection onto which will be called $P$. Namely, $x \in \mathcal{K}$ will be identified

$$x = \left( \begin{array}{c} \cos \theta x \\ \sin \theta x \end{array} \right).$$
where \( \theta \) is chosen so \( \cos^2 \theta = t \). Operators on \( \mathcal{C} \) are also to be identified with corresponding operators on this subspace into itself, in the natural way.

Now for the proof. Let \( x = Px \).

\[
P(V_1 A V_1^{-1} + V_2 B V_2^{-1})Px = \begin{pmatrix} \cos^2 \theta & \cos \theta \sin \theta \\ \cos \theta \sin \theta & \sin^2 \theta \end{pmatrix} \begin{pmatrix} A & 0 \\ 0 & B \end{pmatrix} \begin{pmatrix} \cos \theta x \\ \sin \theta x \end{pmatrix}
\]

\[
= \begin{pmatrix} (\cos^2 \theta A + \sin^2 \theta B) \cos \theta x \\ (\cos^2 \theta A + \sin^2 \theta B) \sin \theta x \end{pmatrix}
\]

\[
= (tA + (1 - t)B)x.
\]

Also the operator on either side would annihilate any element of \( P(\mathcal{C}_1 \oplus \mathcal{C}_2) \), by the identification rule. Therefore \( P(V_1 A V_1^{-1} + V_2 B V_2^{-1})P = tA + (1 - t)B \). Similarly \( P(V_f(A) V_1^{-1} + V_2 f(B) V_2^{-1})P = f(A) + (1 - t)f(B) \). But \( f(P(V_1 A V_1^{-1} + V_2 B V_2^{-1})P \leq P(V_f(A) V_1^{-1} + V_2 f(B) V_2^{-1})P \), by (A) and Fact 2. Combining the last three expressions gives (1).

**Corollary.** Let \( \mu \) be a completely positive \([4]\) linear mapping from a \( \mathcal{C}^* \)-algebra \( \mathcal{A} \) to operators on a Hilbert space \( \mathcal{H}' \), let \( f \) be a convex operator function associated with \( I \), \( f(0) = 0 \), and let \( A \) be an element of \( \mathcal{A} \) with spectrum contained in \( I \). Then \( f(\mu(A)) \leq \mu(f(A)) \).

**Proof.** There exist a *-homomorphism \( \rho \) from \( \mathcal{A} \) to operators on \( \mathcal{H}' \), and a projection \( P \) in \( \mathcal{H}' \), such that for \( B \subseteq \mathcal{A} \), \( \mu(B) = \rho(B)P \) \([4]\). Then it is easy to justify these steps: \( f(\mu(A)) = f(\rho(A)P) \leq f(\rho(A))P = \rho(f(A))P = \mu(f(A)) \).
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