A CLASS OF DIFFERENCE KERNELS
MARVIN SHINBROT

1. Introduction. Tricomi's statement [1, p. 143] notwithstanding, very little is known about integral equations of the first kind. So little is known, in fact, that to say anything at all about solutions requires that the kernels be very special.

The type of kernel that leads to the most elegant results is the difference kernel [2; 3; 4]. If the range of validity of an integral equation with a difference kernel is either the whole real line or a semiinfinite interval, definitive results are known [2; 3; 5; 6]. On the other hand, when the range is only a finite interval, so that the problem becomes the solution of

\begin{equation}
\phi(x) = \int_{-1}^{1} k(|x - y|) f(y) dy, \quad -1 < x < 1,
\end{equation}

general theorems on the existence of solutions have only recently been derived [4].

In order to study the pathology of (1.1), it is helpful to have on hand a stock of examples that can be solved explicitly. It is the purpose of this note to derive an inversion formula for (1.1) for a certain class of kernels. The application of this formula to show that some of the results of [4] are best possible will be reserved for a later paper.

Let \( k \in L \), and let \( J \) denote the reciprocal of the Fourier transform of \( k(|x|) \). To invert (1.1), it will be assumed that

(i) \( J(w) \) is an entire function of exponential type \( t < 2 \);
(ii) \( J(w) \) has no real zeroes;
(iii) \( \log \left| \frac{J(w)}{1 + w^2} \right| \leq \infty \);

(iv) The quantities

\[ \lambda = \lim \sup_{w \to \infty; w \text{ real}} \frac{\log |J(w)|}{\log w}, \]

\[ \mu = \lim \inf_{w \to \infty; w \text{ real}} \frac{\log |J(w)|}{\log w}. \]
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1 The range of the argument of \( k \) in (1.1) is the interval \((-2, 2)\). It is tacitly assumed here that \( k \) has some extension over the rest of the line such that \( J \) exists and satisfies (i)–(iv).
are both finite.

In view of (ii) and the fact that \( k(|x|) \) is even, no loss of generality will be involved if we assume

\[
J(w) > 0
\]
on the real axis. We mention here explicitly that (1.2) will be assumed in all that follows.

2. Notation. Functions of the independent variable \( x \) (or \( y \)) will be denoted by lower case letters. Given a function of \( x \), denoted by some lower case letter, the same letter in upper case will be used to denote its Fourier transform.

Given a function \( f(x) \), by \( f_a^b(x) \) we shall mean the function

\[
f_a^b(x) = \begin{cases} f(x), & a < x < b, \\ 0, & \text{otherwise}. \end{cases}
\]
The Fourier transform of \( f_a^b \) will be denoted by \( F_a^b \). Notice that \( F_a^b \) is not zero outside \((a, b)\); only its inverse transform has this property.

The utility of the notation introduced in the last paragraph results from the validity of the obvious

**Lemma 2.1.** Consider two transforms \( F_a^b \), \( G_c^d \). If the product

\[
H = F_a^b G_c^d
\]
is a transform, then

\[
H = H_{a+c}^{b+d}.
\]

The result for the lower index, say, results from the fact that a transform \( H = H_b^a \) if and only if it analytic and \( O(e^{i \omega}) \) in an upper half of the complex \( w \)-plane [2].

We shall frequently have occasion to utilize functions of \( w \) that are not transforms. (The function \( J \) of \( \S 1 \) is an example.) If such a function has the appropriate analyticity properties and increases no faster than a power of \( w \) as \( \text{Re} \, w \) approaches infinity, the notation of the second paragraph of this section will still be applied to it. Thus, with this convention, (i) and (iv) give

\[
J = J_{L_1}^{L_1}.
\]
The point is that if some \( G_a^b \) approaches zero fast enough at infinity, the product \( J_{L_1}^{L_1} G_a^b \) will be a transform, even though \( J_{L_1} \) is not, and, because of the analyticity properties of the product, Lemma 2.1 is applicable to it, so that
3. Factorization of $J$. It is (essentially) shown in [7] that if $J$ satisfies (i), (ii), and (iii), then there exist two entire functions, $L_0^t$ and $L_0^{-t}$, satisfying the conditions

(3.1) \[ L_0^{-t}L_0^t = J_0^{-t}, \]

(3.2) \[ L_0^{-t}(w) = \overline{[L_0^t(\bar{w})]}^{-1} \]

(the bar denoting the complex conjugate), and

(3.3) $L_0^t(w)$ has no zeroes for $\text{Im } w \geq 0$.

It follows from (3.1), (3.2) and (1.2) that

(3.4) \[ |L_0^t| = |L_0^{-t}| = |J_0^{-t}|^{1/2} \]

whenever $w$ is real. In view of (iv), then, we have that whenever $\epsilon > 0$,

(3.5) \[ |L_0^t| = |L_0^{-t}| = O(w^{\alpha + \epsilon/2}), \]

and

(3.6) \[ \frac{1}{|L_0^t|} = \frac{1}{|L_0^{-t}|} = O(w^{-\alpha - \epsilon/2}), \]

as $|w| \to \infty$ along the real axis.

According to (3.3), $1/L_0^t$ is analytic and of exponential type zero in the upper half-plane $\text{Im } w \geq 0$. Thus, by (3.6), the Phragmén-Lindelöf theorem can be applied to the function

\[ \frac{(1 - iw)^{(w-\epsilon)/2}}{L_0^t(w)} \]

to show that for every $\epsilon > 0$

(3.7) \[ \frac{1}{|L_0^t(w)|} = O(w^{-(w-\epsilon)/2}) \text{ as } |w| \to \infty \text{ in the upper half-plane}. \]

By (3.2), a similar result holds for $L_0^{-t}$ in the lower half-plane.

4. Inversion of (1.1). We can now state our main theorem:

Let $J(w)$ satisfy (i)–(iv). Then, (1.1) has a unique solution whenever $\phi(x) \in C^2[-1, 1]$ and $\lambda < 2$. This solution is in $L^p$ for all $p < 2/\lambda$. Furthermore, its Fourier transform is given by the formula

(4.1) \[ F_{-1} = J_{-1}^{-1} - L_{-1}(L_0^t \Phi_{-1})_1 = L_0^{-1}(L_{-1}(\Phi_{-1})_1)^{-1}. \]
Finally, the condition \( \lambda < 2 \) is best possible.

By the last sentence we mean that if \( \lambda \geq 2 \) a solution may not exist.\(^2\)
To prove it, it is only necessary to consider the example \( J = 1 + w^2 \),
\( \phi = 1, -1 \leq x \leq 1 \).

To prove the main part of the theorem, let \( \Psi \) be any continuous
function of \( w \) satisfying the following conditions:

\[
\begin{align*}
(4.2) \quad \Psi(w) &= O\left(\frac{1}{|w|^2}\right) \text{ as } |w| \to \infty \text{ along the real axis}, \\
(4.3) \quad \Psi^{-1}_- &= \Phi^{-1}_-.
\end{align*}
\]

That such a function exists is easy to see, for let \( \psi(x) \) be any twice
continuously differentiable function with compact support such that

\[
(4.4) \quad \psi(x) = \phi(x), \quad -1 \leq x \leq 1.
\]

Then, if \([-a, a]\) is any interval containing the support of \( \psi \),

\[
(4.5) \quad \Psi(w) = \int_{-a}^{a} \psi(x) e^{iwx} dx.
\]

(4.3) follows from (4.4). Also, (4.2) follows from two by parts integra-
tions of (4.5) and the Riemann-Lebesgue lemma.

On the real axis, the functions \( L^0_0 \Psi \) and \( L^2_0 \Psi \) are continuous and
\( O(w^{-2+\epsilon+1/2}) \), by (3.5) and (4.2). Since \( \lambda < 2 \), then, these functions are
transforms \([2]\), and the expressions \((L^0_0 \Psi)^{-1}_1\) and \((L^0_0 \Psi)^{-1}_1\) have
unique meanings.

Consider the function

\[
(4.6) \quad F = J^{t}_{-t} \Psi - L_{-t}(L^0_0 \Psi)^{t}_1 - L_{-t}(L^0_0 \Psi)^{t-1}_a.
\]

We shall show that \( F \) is a transform. First of all, \( F \) is entire, for, by
(4.5), \( \Psi = \Psi^{-a}_- \), so that

\[
F = J^{t}_{-t} \Psi^{-a}_- - L_{-t}(L^0_0 \Psi^{-a}_-)^{t+a}_1 - L_{-t}(L^0_0 \Psi^{-a}_-)^{t-1}_a,
\]

by Lemma 2.1. Thus, \( F \) is a sum of products of entire functions and is
itself entire. According to the \( L^0 \) version of the Paley-Wiener theorem
\([7]\), then, to prove that \( F \) is a transform it will be sufficient to prove
that for every \( \epsilon > 0 \),

\[
(4.7) \quad F(w) = O(w^{-1+\lambda/2+\epsilon})
\]
on the real axis.

\(^2\) However, if distributions (in the sense of L. Schwartz) are allowed as solutions,
one will always exist. See \([4]\).
The first term on the right of (4.6) satisfies (4.7) trivially because of (4.2), (iv), and the assumption that \( \lambda < 2 \). Because of (3.5), then, (4.7) will follow if it can be shown that \( (L^t_0\Psi)_1^\infty \) and \( (L^t_{-\infty}\Psi)^{-1}_1 \) are \( O(w^{-1+\epsilon}) \). Because of (3.2), however, it will be enough to prove the result for the function \( (L^t_0\Psi)_1^* \). Thus, we shall show that

\[
(4.8) \quad (L^t_0\Psi)_1^* = O(w^{-1+\epsilon}) \quad \text{as} \quad |w| \to \infty \quad \text{along the real axis.}
\]

\( L^t_0\Psi \) itself is \( O(w^{-2+(-\alpha+\epsilon)/2}) \), as we have already seen. Since \( \lambda < 2 \), then, \( L^t_0\Psi \) is surely \( O(w^{-1+\epsilon}) \) for every \( \epsilon > 0 \). Since \( L^t_0\Psi \) is continuous, therefore, we may write

\[
(4.9) \quad \left| L^t_0\Psi \right| \leq \frac{c}{1 + |w|^{1-\epsilon}}
\]
on the real axis, where \( c \) is a constant.

Now, \( (L^t_0\Psi)^*_1 = (L^t_0\Psi)_1^* \), so that

\[
(L^t_0\Psi)_1^\infty = \frac{1}{2\pi i} \int_{-\infty}^{\infty} L^t_0(z)\Psi(z) \frac{e^{i(t+a-w)} - e^{i(w-z)}}{w-z} \, dz,
\]
and, by (4.9),

\[
\left| (L^t_0\Psi)_1^* \right| \leq \frac{c}{\pi 2^{1/2}} \int_{-\infty}^{\infty} \left[ \frac{1 - \cos(t + a - 1|wz|^{1/2})}{|z|} \right] \frac{dz}{1 + |w(z + 1)|^{1-\epsilon}}.
\]

If the term in brackets is replaced by \( 2^{1/2}/|z| \) when \( |z| > 1 \) and by \( 2^{1/2} \) when \( |z| < 1 \), a simple calculation can be used to derive (4.8).

Then, (4.7) and the fact that (4.6) is a transform follow.

We note also that (4.7) implies \( F \in L^q \) whenever \( q > 2/(2-\lambda) \). Consequently, \( f \), the inverse transform of \( F \), is in \( L^p \) whenever \( p < 2/\lambda \), by the Paley-Wiener theorem.

Also, \( F = F^\perp_1 \), for, writing

\[
(L^t_0\Psi)_1^* = L^t_0\Psi - (L^t_0\Psi)_1^{-\infty}
\]
in (4.6), we see that

\[
F = L^t_{-\infty}(L^t_0\Psi)_1^{-\infty} - L^t_0(L^t_{-\infty}\Psi)_1^{-1}.
\]

Since \( t < 2 \), Lemma 2.1 gives the result that \( F_1^\infty = 0 \). Similarly, writing

\[
(L^t_{-\infty}\Psi)_1^{-1} = L^t_{-\infty}\Psi - (L^t_{-\infty}\Psi)_1^{-1},
\]
we find that \( F_1^{-\infty} = 0 \) and \( F = F^\perp_1 \).

Consider
(4.10) \[
\frac{F_{-1}^1}{J_{-1}^1} = \Psi - \frac{1}{L'_0} (L_0 \Psi)_1^\infty - \frac{1}{L_{-1}^0} (L_{-1} \Psi)^{-1}.
\]

\((L_0 \Psi)_1^\infty\) is entire, as we have seen. By (4.8) and the Phragmén-Lindelöf theorem, it is easy to see that
\[
(L_0 \Psi)_1^\infty = O(w^{-1+\epsilon w})
\]
as \(|w| \to \infty\) in the upper half-plane. Also, \(1/L'_0\) is analytic in the upper half-plane, by (3.3), and satisfies (3.7). Thus, the second term on the right of (4.10) is analytic and \(O(w^{-1-n/2+\epsilon w})\) in the upper half-plane. Let \(\delta\) be positive and consider
\[
\left[ \frac{1}{L_0^t} (L_0 \Psi)_1^\infty \right]_{-\infty}^{1-\delta} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{e^{i(1-\delta)(\omega-z)}}{w-z} \frac{1}{L_0^t} (L_0 \Psi)_1^\infty dz
\]
whenever \(\text{Im } w < 0\). The last integral is zero, a fact that can be seen by closing the contour in the upper half of the complex \(z\)-plane and using the order relation just derived.

In a similar way, it can be shown that
\[
\lim_{\delta \to 0} \left[ \frac{1}{L_{-1}^0} (L_{-1} \Psi)^{-1} \right]_{-1+\delta} = 0.
\]
Therefore, (4.10) gives
\[
\left( \frac{F_{-1}^1}{J_{-1}^1} \right)^{1-\delta}_{-1+\delta} = \Psi_{1-\delta},
\]
by (4.3). Since \(k\), the inverse transform of \(1/J\), is in \(L\) and \(F_{-1}^1 \subseteq L^q\), it follows [2] that \(f(x)\) satisfies (1.1) whenever \(|x| < 1 - \delta\). Since \(\delta\) was arbitrary, however, we see that \(f\) is really a solution of (1.1).

We shall now show that (4.1) and (4.6) define the same function \(F\). To do so, we note that \(\Psi_1^\infty\) is \(O(1/w)\) on the real axis, since we have
\[
\Psi_1^\infty = \int_1^\alpha e^{iwx} \psi(x) dx = -\psi(1) \frac{e^{i\omega}}{i\omega} - \frac{1}{i\omega} \int_1^\alpha e^{iwx} \psi'(x) dx.
\]
Thus, \(L_0^t \Psi_1^\infty\) and \(L_{-1}^t \Psi_1^\infty\) are entire and belong to \(L^q\) on the real axis. They are, therefore, transforms, so that we may write
\[
(L_0^t \Psi_1^\infty)_1^\infty = L_0^t \Psi_1^\infty,
\]
and

\[ (L_0 \Psi_1)_{-\infty}^{-1} = 0, \]

by Lemma 2.1, since \( t < 2 \). In the same way, we find that

\[ (L_0 \Psi_{-\infty})_1 = 0, \]
\[ (L_{-t} \Psi_{-\infty})_{-\infty}^{-1} = (L_{-t} \Psi_{-\infty})_{-\infty}^{-1}. \]

Thus, (4.6) and (4.3) give (4.1).

It remains only to show that the solution we have found is unique.
Let \( f \in L \) be any solution of (1.1) with \( \phi(x) = 0, \ |x| < 1 \). If \( \phi(x) \) is defined by the right side of (1.1) for \( |x| \geq 1 \), we find that

\[ f_{-1} = J_{-t}(\Phi_{-\infty} + \Phi_1), \]

so that

\[ J_{-t}(\Phi_{-\infty} + \Phi_1) = [J_{-t}(\Phi_{-\infty} + \Phi_1)]_{-1} \]
\[ = 0, \]

again by Lemma 2.1. It follows that \( F_{-1} = 0 \).

5. Some examples. Before closing, it will probably be well to demon-
strate that our theorem is not completely vacuous. We shall do this here by displaying some examples.

The simplest functions that satisfy the hypotheses (i)-(iv) are, of
course, the even polynomials without real zeroes. For these functions,
however, \( \lambda \) is at least two, so that the main theorem does not apply.
(On the other hand, as noted in footnote 1, distributional solutions
of (1.1) exist even when \( \lambda \geq 2 \). Furthermore, the formula (4.1), when
interpreted carefully, continues to give the solution in these cases.)

A function that satisfies (i)-(iv) with \( \lambda < 2 \) is

\[ (5.1) \quad J(w) = [(i - w)^{1/2} \sin (i - w)^{1/2}][(i + w)^{1/2} \sin (i + w)^{1/2}], \]

where by \( z^{1/2} \sin z^{1/2} \) we mean the entire function defined by the series

\[ \sum \frac{(-1)^n}{(2n + 1)!} z^n. \]

(5.1) obviously satisfies (i) and (ii). Also, \( \lambda = \mu = 1 \), so that (iv)—and,
as a consequence, (iii)—is satisfied.

It is not really necessary for the validity of our theorem, but we
have assumed that the kernel \( k \) is in \( L \). (We only need that \( k \) have a
Fourier transform in some sense and that the convolution theorem
hold.) For completeness, therefore, it will now be shown that the kernel corresponding to (5.1) belongs to $L$. To show this, we note that $1/J$ is analytic for $|\text{Im } w|<1$. Thus, by a slight generalization of an argument to be found in [2], $k = O(e^{-|x|})$ as $|x| \to \infty$. Also, $1/J \in L^2$. Thus [2], $k \in L^2$, so that $k \in L$ in any finite interval. The result now follows.

A final example of a function satisfying our hypotheses is

$$J(w) = (1 + w^3) \int_0^1 \cos wx \frac{dx}{x^{1/2}}.$$  

For this function, (i) is immediate, (ii), (iii), and (iv) (with $\lambda = \mu = 3/2$) follow from known properties [8] of the Fresnel integral, to which (5.2) is closely related.

If $J$ is given by (5.2), it is rather hard to see whether or not the corresponding kernel is in $L$. On the other hand, $1/J \in L^p$ (all $p \geq 1$) since $\mu = 3/2$. Furthermore, the function $F_f^L$ of (4.1) is in $L^q$ whenever $q > 2/(2-\lambda) = 4$, by the same proof as before. It follows from these two facts [2] that the convolution theorem applies to the product $(1/J) F_f^L$, so that the inverse transform of $F_f^L$ satisfies (1.1).
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