We shall discuss two recent theorems by Marvin Marcus ([6, Theorem 3]) and Ky Fan ([4, Theorem 1]) involving related determinantal inequalities. We give improvements of their inequalities, and show how they follow from the previously known special cases of the theorems.

We deal with real or complex matrices $A$ of order $n$. For any subset $\beta$ of $\{1, \cdots, n\}$, we denote by $A(\beta)$ the principal minor on the rows and columns of $A$ indexed by $\beta$; clearly the order in which the indices of $\beta$ occur is irrelevant. We define $A(\emptyset) = 1$. Now let $\beta_1, \cdots, \beta_k$ be subsets of $\{1, \cdots, n\}$, and $h$ a positive integer between 1 and $k$; we define

$$\phi(A; h; \beta_1, \cdots, \beta_k) = (\det A)^h / A(\beta_1) \cdot \cdots \cdot A(\beta_k),$$

if $A(\beta_i) \neq 0, i = 1, \cdots, k$. We may now state the theorems mentioned above.

**Theorem A (Marcus).** Let $A$ be positive definite Hermitian, and $\beta_1, \cdots, \beta_k$ subsets of $\{1, \cdots, n\}$.

Suppose each $i, i = 1, \cdots, n$, occurs in exactly $h$ of the $\beta_j$. Then

$$\phi(A; h; \beta_1, \cdots, \beta_k) \leq 1.$$
\[ \alpha_h = \{ i \mid i \text{ occurs in at least } h \text{ of the } \beta_j \}. \]

We then define
\[ \psi(A; \beta_1, \ldots, \beta_k) = A(\alpha_1) \cdots A(\alpha_k) / A(\beta_1) \cdots A(\beta_k), \]
(again, if \( A(\beta_i) \neq 0, i = 1, \ldots, k \)). If \( k = 2 \), we have
\[ (3) \quad \psi(A; \beta_1, \beta_2) = \frac{A(\alpha_1) A(\alpha_2)}{A(\beta_1) A(\beta_2)} = \frac{A(\beta_1 \cup \beta_2) A(\beta_1 \cap \beta_2)}{A(\beta_1) A(\beta_2)}. \]

**Theorem 1.** Suppose all principal minors of \( A \) are nonzero and \( | \psi(A; \beta_1, \beta_2) | \leq 1 \) for all \( \beta_1, \beta_2 \). Then, for all \( \beta_1, \ldots, \beta_k \),
\[ (4) \quad | \psi(A; \beta_1, \ldots, \beta_k) | \leq 1. \]

If each \( i \) occurs in exactly \( h \) of the \( \beta_j \), then
\[ \alpha_1 = \cdots = \alpha_h = \{ 1, \ldots, n \}, \quad \alpha_{h+1} = \cdots = \alpha_k = \emptyset; \]
if, further, all principal minors of \( A \) are positive, we have Marcus’ inequality.

The condition \( | \psi(A; \beta_1, \beta_2) | \leq 1 \) is equivalent by (3) to
\[ | A(\beta_1 \cap \beta_2) A(\beta_1 \cup \beta_2) | \leq | A(\beta_1) A(\beta_2) |, \]
which is known to hold for positive definite, totally positive, and \( M \)-matrices (cf. \([3]\)). If all principal minors of \( A \) are positive, a characterization of all matrices satisfying the hypotheses of Theorem 1 is given in \([1]\).

**Theorem 2.** Suppose all principal minors of \( A \) and \( B \) are nonzero, and \( | \psi(A; \beta_1, \beta_2) | \leq | \psi(B; \beta_1, \beta_2) | \) for all \( \beta_1, \beta_2 \). Then, for all \( \beta_1, \ldots, \beta_k \),
\[ (5) \quad | \psi(A; \beta_1, \ldots, \beta_k) | \leq | \psi(B; \beta_1, \ldots, \beta_k) |. \]

To obtain Fan’s theorem, we need to use Proposition 3 of \([3]\) (which gives the case \( k = 2 \) under the hypotheses of Theorem B) and a remark which follows easily from two theorems of Ostrowski ([7, Satz I and III]; see also \([3]\]):

**Remark.** Let \( A \) and \( B \) satisfy the hypotheses of Theorem B. If \( \alpha \subseteq \beta \) are subsets of \( \{ 1, \ldots, n \} \), then
\[ A(\beta) / A(\alpha) \leq | B(\beta) / B(\alpha) |. \]

Under the hypotheses of Theorem B, we have \( \alpha_i \subseteq \{ 1, \ldots, n \}, \quad i = 1, \ldots, h, \quad \alpha_i = \emptyset, \quad i = h + 1, \ldots, k. \) Therefore
\[ \phi(A; \beta_1, \cdots, \beta_k) = \psi(A; h; \beta_1, \cdots, \beta_k) \prod_{i=1}^{h} \frac{\det A}{A(\alpha_i)}; \]

the conclusion of Fan's Theorem now follows immediately.

Given \( \beta_1, \cdots, \beta_k \), subsets of \( \{1, \cdots, n\} \), we define

\[ \gamma_i = \bigcap_{j \in \beta_j} \beta_i, \quad i = 1, \cdots, n. \]

If we assume with Marcus that each \( i, i=1, \cdots, n \), occurs in exactly \( h \) of the \( \beta_j \), then it is easy to show that, for \( i \neq j \), either \( \gamma_i = \gamma_j \) or \( \gamma_i \cap \gamma_j = \emptyset \); clearly, \( \bigcup \gamma_i = \{1, \cdots, n\} \). We can now determine the case of equality in Marcus' theorem. \( A[\gamma] \) denotes the principal submatrix of \( A \) on the rows and columns indexed by \( \gamma \).

**Theorem 3.** Under the hypotheses of Theorem A, we have equality in (1) if and only if \( A \) is a "direct sum" of the \( A[\gamma_g] \) (i.e. \( a_{ij} = 0 \) unless \( \{i, j\} \subseteq \gamma_g \) for some \( g \)).

3. **Proof of Theorem 1.** By hypotheses the theorem is true for \( k=2 \); assume it is true for \( 2, \cdots, k-1 \). Let \( Q_{hk} \) be the collection of subsets with \( h \) elements from \( \{1, \cdots, k\} \). It is easy to see that

\[ \alpha_h = \bigcup_{\omega \in Q_{hk}} (\bigcap_{i \in \omega} \beta_i) \]

and \( \alpha_1 \supseteq \alpha_2 \supseteq \cdots \supseteq \alpha_k \). Now we define

\[ \alpha'_h = \bigcup_{\omega' \in Q_{h,k-1}} (\bigcap_{i \in \omega'} \beta_i); \]

\( \alpha'_1 \supseteq \alpha'_2 \supseteq \cdots \supseteq \alpha'_{k-1} \) and \( \alpha_h \supseteq \alpha'_h \) for \( h=1, \cdots, k-1 \). Note that

\[
\begin{align*}
\alpha'_{h-1} \cap \beta_k &= \alpha_k \\
\alpha'_h \cap (\alpha'_{h+1} \cup \beta_k) &= \alpha'_{h+1} \cup (\alpha'_h \cap \beta_k) = \alpha_{h+1} \\
\alpha'_h \cup (\alpha'_{h+1} \cup \beta_k) &= \alpha'_h \cup \beta_k \\
\alpha'_1 \cup \beta_k &= \alpha_1.
\end{align*}
\]

Now by induction and the result for \( h=2 \),

\[
\begin{align*}
\left| A(\beta_1) \cdots A(\beta_{k-1}) A(\beta_k) \right| &\geq \left| A(\alpha'_1) \cdots A(\alpha'_{k-1}) A(\beta_k) \right| \\
&\geq \left| A(\alpha'_1) \cdots A(\alpha'_{k-2}) A(\alpha'_{k-1} \cup \beta_k) A(\alpha_k) \right| \geq \cdots \\
&\geq \left| A(\alpha_1) \cdots A(\alpha_k) \right|,
\end{align*}
\]

which is equivalent to (4).
4. Proof of Theorem 2. By hypothesis the theorem is true for $k = 2$; assume it true for $2, \cdots, k-1$. Now

\[
\begin{vmatrix}
\prod_{h=1}^{k} A(\alpha_h) \\
\prod_{h=1}^{k} A(\beta_h)
\end{vmatrix} = \begin{vmatrix}
\prod_{h=1}^{k} A(\alpha_h) \prod_{h=1}^{k-1} A(\alpha'_h) \prod_{h=2}^{k-2} A(\alpha'_h \cup \beta_k) \\
\prod_{h=1}^{k} A(\beta_h) \prod_{h=1}^{k-1} A(\alpha'_h) \prod_{h=2}^{k-2} A(\alpha'_h \cup \beta_k)
\end{vmatrix} = \frac{A(\alpha_k) A(\alpha'_{k-1} \cup \beta_k) \prod_{h=2}^{k-2} A(\alpha'_{h+1}) A(\alpha'_h \cup \beta_k)}{A(\alpha'_k) A(\alpha'_h \cup \beta_k) \prod_{h=1}^{k-1} A(\beta_h)}
\]

and by the inductive hypothesis, multiplying inequalities for the corresponding factors for $A$ and $B$, we are done.

Proof of Theorem 3. Suppose $\phi(A; h; \beta_1, \cdots, \beta_k) = 1$; under the hypotheses of Theorem A, this is equivalent to $\psi(A; \beta_1, \cdots, \beta_k) = 1$. It is sufficient to prove that if $\gamma = \gamma_1 = \{1, \cdots, p\} = \bigcap_{j=1}^{p} \beta_j$, then $a_{ij} = 0$ if $i \leq p$, $g > p$ or $i > p$, $g \leq p$. But now for each $g_0 > p$, there exists a $\beta_i$, $i > h$; say $i = h + 1$, such that $g_0 \in \beta_{h+1}$, $\gamma \cap \beta_{h+1} = \emptyset$. If we consider the inductive procedure we used in Theorem 1, at some stage in the chain of inequalities (we may omit the absolute value signs)

\[
A(\beta_1) \cdots A(\beta_k) \geq \cdots \geq A(\alpha_1) \cdots A(\alpha_k),
\]

we have, as $\beta_1 \cap \cdots \cap \beta_h = \gamma$ and $\gamma \cap \beta_{h+1} = \emptyset$,

\[
A(\beta_1 \cup \cdots \cup \beta_h) \cdots A(\gamma) A(\beta_{h+1}) \cdots A(\beta_k) \geq A(\beta_1 \cup \cdots \cup \beta_h) \cdots A(\gamma \cup \beta_{h+1}) \cdots A(\beta_k).
\]

If $\phi(A; h; \beta_1, \cdots, \beta_k) = 1$, we must have

\[
A(\gamma) A(\beta_{h+1}) = A(\gamma \cup \beta_{h+1}),
\]

which implies (cf. [5, Vol. I, p. 255]) $a_{i\gamma} = a_{\gamma \alpha} = 0$ for $i \leq p$ ($i \in \gamma$).

Suppose $A$ is the "direct sum" of the $A[\gamma_i]$. Each $\beta_j$ and hence each $\alpha_i$ is a union of $\gamma_i$; thus

\[
A(\beta_j) = \prod_{\gamma_i \subseteq \beta_j} A(\gamma_i), \quad A(\alpha_i) = \prod_{\gamma_i \supseteq \alpha_i} A(\gamma_i).
\]

Since each index occurs $h$ times, each $A(\gamma_i)$ occurs $h$ times (both in the numerator and denominator of $\phi(A; h; \beta_1, \cdots, \beta_k)$). Thus we have equality in (1).
5. Remarks. Classical determinantal inequalities have recently been generalized in two different ways. In the first, Marvin Marcus and others have considered "generalized matrix functions" (cf. [6], [10], [11]). The author thanks Marvin Marcus and the referee for pointing out (independently) that this note is related to [11]. The inequality (13) of Theorem 5 of [11] is, like Theorem 3 of [6], sharpened by Theorem 1.

In the second type of generalization, Ky Fan considers real-valued functions \( f \) on a distributive lattice \( L \) which are "subadditive": \( f(\alpha \land \beta) + f(\alpha \lor \beta) \leq f(\alpha) + f(\beta) \) for all \( \alpha, \beta \in L \). For matrices \( A \) with positive principal minors and satisfying the hypotheses of Theorem 1, the function \( f(\alpha) = \log A(\alpha) \) is subadditive on the lattice of subsets of \( \{1, \ldots, n\} \). In this setting Fan has generalized a classical identity of Szász [9], [12] and (after seeing a preprint of this note) unified and generalized our Theorems 1 and 2 [8].
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