1. Introduction. A polynomial is of bounded index. In this paper we show that an entire function of bounded index is of exponential type. Furthermore we show that there exist entire functions of unbounded index and arbitrarily slow growth. If an entire function satisfies a linear differential equation with constant coefficients, then it is of bounded index. We prove

**Theorem 1.** If \( f(z) \) is an entire function of bounded index, then

\[
\limsup_{r \to \infty} \frac{\log M(r, f)}{r} \leq N + 1,
\]

where \( N \) is the index of \( f \). This result is sharp.

**Theorem 2.** Given any function \( \phi(r) \) such that \( \phi(r) \geq c > 0 \) for \( r \geq 0 \) and \( \log \phi(r)/\log r \to \infty \) as \( r \to \infty \), there exists an entire function \( f(z) \) of unbounded index, such that for every \( r \geq 0 \), \( M(r, f) \leq \phi(r) \).

**Theorem 3.** If \( f(z) \) is a transcendental entire function and satisfies the linear differential equation

\[
f^{(n)} + a_1 f^{(n-1)} + \cdots + a_n f = 0,
\]

of order \( n \), with constant coefficients, then \( f(z) \) is of bounded index. Furthermore, the index \( N \leq p \) where \( p \) is any integer such that \( p \geq n - 1 \) and

\[
\frac{|a_1|}{p + 1} + \frac{|a_2|}{p(p + 1)} + \cdots + \frac{|a_n|}{(p - (n - 2)) \cdots (p + 1)} \leq 1.
\]

**Corollary.** If \( p \) is any integer such that

\[
p \geq n - 2 + |a_1| + |a_2|^{1/2} + \cdots + |a_n|^{1/n},
\]

then \( N \leq p \).

**Remarks.** (i) The hypothesis in Theorem 3 implies that \( n \geq 1 \) and \( \max (|a_1|, \ldots, |a_n|) > 0 \).

(ii) A theorem similar to Theorem 2 is given by Lepson [2]. Our method of construction is different from that of Lepson.

2. Proof of Theorem 1. We require the following lemmas.
Lemma 1 [3]. Let $F(r)$ be positive and nondecreasing for $r > r_0$, and suppose that
\[ \limsup_{r \to \infty} \frac{F(r)}{r} = a, \quad 0 < a \leq \infty; \]
then corresponding to each pair of positive numbers $b$, $c$ satisfying the inequalities $b < a$; $1 < c < a/b$, there is a sequence $R_1, R_2, \ldots$ tending to $\infty$ such that $R_1 > r_0$ and
\[ F(r) > br, \quad R_n \leq r \leq cR_n < R_{n+1}; \quad n = 1, 2, \ldots. \]

Lemma 2 [5, pp. 4–10]. If $v(r)$ denotes the rank of the maximum term of $f(z)$ and $M_j(r)$ denotes the maximum modulus of $f^{(j)}(z)$, then for $j = 1, 2, \ldots$,
\[ (v(r)/r)^j M_j(r) (1 - \varepsilon_j(r)) \leq M_j(r) \leq (v(r)/r)^j M_j(r) (1 + \varepsilon_j(r)), \]
where $0 \leq \varepsilon_j(r) \to 0$, for $r \to \infty$ outside a set of finite logarithmic measure.

Lemma 3 [3]. Let $f(z)$ be an entire function of positive order $\rho$. Write
\[ \limsup_{r \to \infty} \frac{\log M(r)}{r^\rho} = T, \quad \limsup_{r \to \infty} \frac{\nu(r)}{r^\rho} = \gamma. \]
Then $\rho T \leq \gamma \leq \rho T$.

Proof of theorem. Let
\[ \limsup_{r \to \infty} \frac{\nu(r)}{r} = a \leq \infty. \]
We will show that
\[ a \leq N + 1. \]
We may suppose that $a > 0$, for otherwise (7) is obviously true. We take $b$ and $c$ as in Lemma 1 and denote by $E_n$ the interval $[R_n, cR_n]$. Write $G = \bigcup E_n$. The variation of $\log r$ in $E_n$ is $\log c$, and so the total variation of $\log r$ over $\bigcup_1^n E_n$ tends to infinity with $p$. Let $E$ denote the set, on the $r$-axis, outside which (5) holds for $j = 1, 2, \ldots, N+1$. Hence the set $G \cap CE$, where $CE$ is the complement of the set $E$, contains a sequence of points $r_n \uparrow \infty$. Let $0 < b_1 < b$. Then for $r = r_n (n > n_0)$,
\[ M_j(r)/M_p(r) \sim (\nu(r)/r)^j - p \geq b^j - p, \]
\[ 0 \leq p \leq j, \quad j = 1, 2, \ldots, N + 1. \]
Since $f(z)$ is of index $N$, we have
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$M_{N+1}(r) \leq (N + 1)! \max\{M(r), M_1(r)/1!, \cdots, M_N(r)/N!\}$,
and hence for $r = r_n$, $n > n_1$,  
$M_{N+1}(r) 
\leq (N + 1)! \max\{M_N(r)/b_1, \cdots, M_N(r)/(N - 1)!b_1, M_N(r)/N!\}.$
If $b_1 \leq N$, then (7) is obviously true and so we may suppose that $b_1 > N$. Then for $r = r_n$, 
$M_{N+1}(r) < (N + 1)! M_N(r)/N! \leq (N + 1)M_{N+1}(r)/b_1,$
and so $b_1 \leq N+1$ and (7) follows. From (7) and Lemma 3 we deduce 
that $f(z)$ is of exponential type $T \leq N+1.$
To show that (1) is sharp, we consider $f(z) = \exp((N+1)z)$ where
$N$ is a nonnegative integer. This function is of index $N$ and type
$T = A+1$.

3. Proof of Theorem 2. We may suppose without loss of generality 
that $c < 1$. Let 
$\Psi(r) = \min\{2\phi(r)/c, \exp(\log^2(2 + r))\}.$
Write $F(r) = (\Psi(r))^{1/2}$ and let 
$\eta(r) = 1/\sup_{t \in \mathbb{R}} [\log t/\log F(t)].$
Then $\eta(r) \uparrow \infty$ and $\eta(r) \leq \frac{1}{2} \log^2(2+r)/\log r$. Let $r_1 \geq \epsilon$ be chosen such 
that $\eta(r_1) \geq 1$ and write $m_1 = \lfloor \eta(r_1) \rfloor$. Let $r_n$ ($n = 2, 3, \cdots$) be chosen 
such that $\eta(r_n) \geq 2\eta(r_{n-1})$ and write $m_n = \lfloor \eta(r_n) \rfloor - \lfloor \eta(r_{n-1}) \rfloor$, $n = 2, 3, \cdots$. Let 
$\xi(z) = \prod_{1}^{\infty} \left(1 + \frac{z}{r_n}\right)^{m_n}.$
Then for $r_n \leq r < r_{n+1}$, 
$n(r) = m_1 + \cdots + m_n = \lfloor \eta(r_n) \rfloor \leq \eta(r) = O(\log r)$.
Hence $\xi(z)$ is an entire function and [1, pp. 47–49]
$\log \xi(r) \sim N(r) = \int_{\epsilon}^{r} \frac{n(t)}{t} dt \leq n(r) \log r \leq \eta(r) \log r \leq \log F(r)$.
Hence for all $r \geq r_0$, 
$\log \xi(r) \leq 2 \log F(r) = \log \Psi(r)$.
Let 
$f(z) = c\xi(z)/2\xi(r_0)$.
Then $f(z)$ is an entire function such that for $r \geq 0$, $M(r, f) \leq \phi(r)$.  
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Furthermore, $f(z)$ is of unbounded index for it has zeros of arbitrarily large order.

4. Proof of Theorem 3. For any integer $p \geq n - 1$, we have

$$
\max \left\{ \left| f \right|, \cdots, \frac{|f^{(p)}|}{p!} \right\} \geq \frac{|f^{(p)}|}{p!} \left( \frac{|a_1|}{p+1} \right)
+ \frac{|f^{(p-1)}|}{(p-1)!} \left( \frac{|a_2|}{p(p+1)} \right) + \cdots
+ \frac{|f^{(p-n+1)}|}{(p-n+1)!} \left( \frac{|a_n|}{(p-n+2) \cdots (p+1)} \right)
$$

(9)

provided

$$
\frac{|a_1|}{p+1} + \frac{|a_2|}{p(p+1)} + \cdots + \frac{|a_n|}{(p-n+2) \cdots (p+1)} \leq 1,
$$

which is condition (3). Now by (2)

$$
f^{(p+1)} + a_1f^{(p)} + \cdots + a_nf^{(p-n+1)} = 0,
$$

and hence

$$
\frac{|f^{(p+1)}|}{(p+1)!} = \frac{|a_1f^{(p)} + \cdots + a_nf^{(p-n+1)}|}{(p+1)!}.
$$

This proves that

$$
\max \left\{ \left| f \right|, \cdots, \frac{|f^{(p)}|}{p!} \right\} \geq \frac{|f^{(p+1)}|}{(p+1)!}.
$$

(10)

With the help of the equation (2), we can show that the inequality (10) holds, when $(p+1)$ in the expression on the right of (10) is replaced by $j$, where $j = p+2, p+3, \cdots$. Hence $N \leq p$ and the theorem is proved. To prove the corollary, note that (4) implies $p \geq n-1$ and

$$
p - n + 2 \geq \max( |a_1|, |a_2|^{1/2}, \cdots, |a_n|^{1/n}).
$$

Hence

$$
(p+1)p \cdots (p-n+2)
\geq \ (p+1)p \cdots (p-n+3)( |a_1| + |a_2|^{1/2} + \cdots + |a_n|^{1/n})
\geq \ p(p-1) \cdots (p-n+2) |a_1| + (p-1) \cdots (p-n+2) |a_2|
+ \cdots + |a_n|,
$$

and so (3) is satisfied.
5. Remarks and examples. (a) Let \( f(z) = P(z)e^{az} \) where \( a \) is any complex number and \( P(z) \) is a polynomial of degree less than \( n \). Then \( f(z) \) is of bounded index, and the index \( \n \) where \( \n \) is any integer such that \( \n \geq n - 1 \) and

\[
\frac{n}{\n + 1} \left| a \right| + \left( \frac{n(n - 1)}{2!} \right) \left| a \right|^2 \frac{1}{\n(n + 1)} + \cdots + \frac{\left| a \right|^n}{(\n - n + 2) \cdots (\n + 1)} \leq 1.
\]

For \( D^n \{f(z)e^{-az}\} = 0 \) and so

\[
f^{(n)} + (-an)f^{(n-1)} + \left\{ a^2 \frac{n(n - 1)}{2!} \right\} f^{(n-2)} + \cdots + (-1)^n a^n f = 0.
\]

Hence the result follows from Theorem 3.

(b) If an entire function \( f(z) \) satisfies equation (3) and \( c \neq 0 \) is any constant, then \( F(z) = f(cz) \) is of bounded index.

(c) If \( f(z) \) is of bounded index, then index \( f(z) = \text{index } f(az) \) where \( a \) is a constant of modulus 1.

(d) Let \( f(z) \) be an entire function satisfying the equation

\[
f^{(2)} + af^{(1)} + af = 0.
\]

If \( F(z) = f(\sqrt{z}) \) is an entire function, then \( F(z) \) is of bounded index.

Since \( f(\sqrt{z}) \) is entire we must have \( a_1 = 0 \). We may suppose, without loss of generality, that \( a > 0 \). Solving the equation and noting that \( f(z) \) is an even function we get \( F(z) = a_0 \cos (az)^{1/2} \). Since \( F(z) \) and \( cF(z) \) have the same index we need consider

\[
F(z) = \cos (az)^{1/2}, \quad a > 0.
\]

The zeros of \( F(z) \) are all real and \( F(z) \) is real for real \( z \). Hence by Laguerre's theorem [1, p. 23] the zeros of \( F^1(z) \) are all real and are separated from each other by the zeros of \( F(z) \). We repeat this argument with \( F^{(1)}(z), F^{(2)}(z), \ldots \) and deduce that if \( \{z_{0,n}\}_1, \{z_{1,n}\}_1, \ldots \) denote respectively the zeros of \( F(z) \), \( F^1(z) \), \ldots, then \( 0 < z_{0,1} < z_{1,1} < \cdots \). It is easy to see that \( z_{k,1} \to \infty \) with \( k \). Hence we can choose smallest integer \( k \) such that \( k \geq \max (a - \frac{1}{2}, 1) \) and

\[
(11) \quad F^{(k)}(z) \text{ has no zeros in } |z| < 1.
\]

Then
min \left| F^{(k)}(z) \right|_{|z|=1} = \min \left| F^{(k)}(z) \right|_{|z| \leq 1} = \frac{k!a^k}{(2k)!} \left\{ 1 - \frac{a(k + 1)}{(2k + 1)(2k + 2)} + \frac{a^2(k + 1)(k + 2)}{(2k + 1) \cdots (2k + 4)} - \cdots \right\} \geq \frac{2}{3} \frac{k!a^k}{(2k)!}.

If \( j \geq k \),

\[
\max \left| F^{(j)}(z) \right|_{|z| \leq 1} \leq \frac{4}{3} \frac{j!a^j}{(2j)!}.
\]

Hence for \( |z| \leq 1 \),

\[
(12) \quad \max\{ |F|, \ldots, |F^{(k)}|/k! \} \geq |F^{(j)}|/j!, \quad j = 1, 2, \ldots.
\]

For \( |z| \geq 1 \)

\[
|F^{(k+1)}|(k + 1)! = |(4k - 2)F^{(k)} + aF^{(k-1)}|/4 |z| (k + 1)!
\]

Now the left expression of (12)

\[
\geq (|F^{(k)}|/k!)\alpha + (|F^{(k-1)}|/(k - 1)!)\beta
\]

provided \( 0 \leq \alpha, 0 \leq \beta \) and \( \alpha + \beta \leq 1 \). Take

\[
\alpha = (4k - 2)/4 |z| (k + 1), \quad \beta = a/4 |z| k(k + 1).
\]

Then \( \alpha + \beta \leq 1 \) and so (12) holds for \( |z| \geq 1 \) and \( j = k + 1 \). Similarly it holds for \( j = k + 2, k + 3, \ldots \). Therefore \( F(z) \) is of index \( N \leq k \).
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