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Abstract. Given a closed subset of an n-dimensional Minkowski space with a strictly convex or differentiable norm, then, for almost every \( r > 0 \), the \( r \)-level set (points whose distance from the closed set is \( r \)) contains an open subset which is an \( n - 1 \) dimensional Lipschitz manifold and whose complement relative to the level set has \( n - 1 \) dimensional Hausdorff measure zero. In case \( n = 2 \) and the norm is twice differentiable with bounded second derivative, almost every level set is a 1 manifold.

1. Introduction. Suppose \( A \) is a closed subset of \( \mathbb{R}^n \), \( n \geq 2 \), and for \( x \in \mathbb{R}^n \setminus A \), let \( \delta(x) \) denote the distance from \( x \) to \( A \) in the usual metric. H. Federer [F] has shown that, for almost every \( r > 0 \), \( \delta^{-1}(r) \) is an Hausdorff \( n - 1 \) rectifiable subset of \( \mathbb{R}^n \).

In case \( n = 2 \), Kufarev and Nikulina [K] have shown that, for \( A \) the complement of a bounded open set, the components of almost all \( \delta^{-1}(r) \) are either 1 manifolds or points.

In this paper we consider the case where \( A \) is a closed subset of a Minkowski space \((V, \| \cdot \|)\). We show that, if the norm is strictly convex or is differentiable, then, for almost every \( r > 0 \), \( \delta^{-1}(r) \) has an open subset which is a Lipschitz \( n - 1 \) manifold and whose complement relative to \( \delta^{-1}(r) \) has \( n - 1 \) Hausdorff measure zero.

In case \( n = 2 \) and \( \| \cdot \| \) is twice differentiable with the norm of its second differential bounded on \( \{y: \|y\| = 1\} \), we show that \( \delta^{-1}(r) \) is a 1 manifold for almost every \( r > 0 \).

It has been called to our attention that in case \((V, \| \cdot \|)\) is \( \mathbb{R}^2 \) with the usual norm this latter result has been announced [Fe] by S. Ferry. In fact, Ferry has communicated to us that he has proved this result for \( \mathbb{R}^3 \) with the usual norm and has a counterexample for \( \mathbb{R}^4 \). These results will appear in his thesis at the University of Michigan.

We would like to thank V. Klee for suggesting that we generalize our results to Minkowski spaces.
2. Suppose \( \| \cdot \| \) is a norm on \( \mathbb{R}^n \) and let \( \phi(x) = \| x \| \) for \( x \in \mathbb{R}^n \). For \( x, \alpha \in \mathbb{R}^n \) and \( t > 0 \), the ratio \( \frac{\phi(x + t\alpha) - \phi(x)}{t} \) does not increase as \( t \) decreases and hence
\[
\phi'(x, \alpha) = \lim_{t \to 0^+} \frac{\phi(x + t\alpha) - \phi(x)}{t}
\]
exists for \( x, \alpha \in \mathbb{R}^n \). According to [R, p. 213], \( \phi'(x, \alpha) \) has the following properties:

1. \( \phi'(x, \alpha) \geq -\phi'(x, -\alpha) \) and
2. \( \phi'(x, \alpha) \) is an upper semicontinuous function of \( x \).

Suppose \( A \) is a closed subset of \( \mathbb{R}^n \) and, for \( x \in \mathbb{R}^n \setminus A \), let \( \delta(x) \) denote the distance from \( x \) to \( A \) in the metric induced by \( \| \cdot \| \). Then \( \delta \) is Lipschitzian with constant 1 and hence is differentiable almost everywhere in \( \mathbb{R}^n \).

For \( x \in \mathbb{R}^n \setminus A \), let \( N(x) = \{ y : x + \delta(x)y \in A \} \) and \( \| y \| = 1 \) and, for \( \epsilon > 0 \), let \( N(x, \epsilon) = \{ y : \| y \| \geq 1 \text{ and } \| y - y' \| < \epsilon \text{ for some } y' \in N(x) \} \).

**Lemma 1.** If \( x \in \mathbb{R}^n \setminus A \) and \( \alpha \in \mathbb{R}^n \), then

\[
\liminf_{t \to 0^+} \frac{\delta(x + ta) - \delta(x)}{t} \leq \liminf_{t \to 0^+} \frac{\delta(x + t\alpha) - \delta(x)}{t} \leq \inf \{ \phi'(y, -\alpha) : y \in N(x) \}.
\]

**Proof.** If \( y \in N(x) \), then \( x + \delta(x)y \in A \) and for any \( t \),
\[
\delta(x + ta) \leq \| (x + \delta(x)y) - (x + ta) \| = \| \delta(x)y - ta \|.
\]
Thus
\[
\limsup_{t \to 0^+} \frac{\delta(x + ta) - \delta(x)}{t} \leq \phi'(\delta(x)y, -\alpha) = \phi'(y, -\alpha).
\]

Suppose \( \epsilon > 0 \). Since \( A \) is closed and \( \delta \) is continuous, there is an \( \eta > 0 \) such that, for \( \| x - x_1 \| < \eta \), we have \( \{ x_1 + \delta(x_1)y : y \in N(x_1) \} \subset \{ x + \delta(x)y : y \in N(x, \epsilon) \} \). Thus, for each \( t \) such that \( 0 < t < \eta \), there is a \( y \in N(x, \epsilon) \) such that
\[
\delta(x + ta) = \| (x + \delta(x)y) - (x + ta) \| = \| \delta(x)y - ta \|,
\]
and since \( \| y \| \geq 1 \),
\[
\frac{\delta(x + ta) - \delta(x)}{t} \geq \| \delta(x)y - ta \| - \| \delta(x)y \| \geq \phi'(y, -\alpha).
\]
Hence,
\[
\liminf_{t \to 0^+} \frac{\delta(x + ta) - \delta(x)}{t} \geq \inf \{ \phi'(y, -\alpha) : y \in N(x, \epsilon) \}
\]
and the lemma follows.
Lemma 2. For \( x \in \mathbb{R}^n \setminus A \) and \( \alpha \in \mathbb{R}^n \), let
\[
g(x, \alpha) = \liminf_{\epsilon \to 0^+} \{ \phi'(y, -\alpha) : y \in N(x, \epsilon) \}.
\]
Then \( g(x, \alpha) \) is a lower semicontinuous function of \( x \).

Proof. Suppose \( \epsilon > 0 \). There is an \( \eta > 0 \) such that \( N(x_1, \epsilon/2) \subset N(x, \epsilon) \) whenever \( \|x - x_1\| < \eta \). Thus
\[
\inf \{ \phi'(y, -\alpha) : y \in N(x, \epsilon) \} \leq \inf \{ \phi'(y, -\alpha) : y \in N\left(x_1, \frac{\epsilon}{2}\right) \} \leq g(x_1, \alpha)
\]
whenever \( \|x_1 - x\| < \eta \) and the lemma follows.

For \( 0 \neq \alpha \in \mathbb{R}^n \) let \( U(\alpha) = \{ x : g(x, \alpha) > 0 \} \cap (\mathbb{R}^n \setminus A) \). Then, by Lemma 2, \( U(\alpha) \) is open and hence \( U = \bigcup \{ U(\alpha) : 0 \neq \alpha \in \mathbb{R}^n \} \) is open.

Lemma 3. If \( \delta \) is differentiable at \( x \), then the convex hull of \( N(x) \) is contained in \( \{ y : \|y\| = 1 \} \).

Proof. Let \( T \) denote the differential of \( \delta \) at \( x \). Note that \( \| T \| \leq 1 \). If \( \|y\| = 1 \), then \( \phi'(y, -y) = -1 \) and hence, by Lemma 1, \( T(y) = -1 \) whenever \( y \in N(x) \).

If \( \{ y_1, \ldots, y_k \} \subset N(x) \) and \( \alpha_i \geq 0 \) for \( 1 \leq i \leq k \) with \( \sum_{i=1}^{k} \alpha_i = 1 \), then
\[
1 \geq \left\| \sum_{i=1}^{k} \alpha_i y_i \right\| = \left| T\left( \sum_{i=1}^{k} \alpha_i y_i \right) \right| = \left| -\sum_{i=1}^{k} \alpha_i \right| = 1.
\]

Theorem 1. Let \( B = \mathbb{R}^n \setminus (A \cup U) \).

(i) \( \delta^{-1}(r) \cap U \) is a Lipschitz \( n - 1 \) manifold for each \( r > 0 \).

(ii) If \( \{ y : \|y\| = 1 \} \) is strictly convex or if \( \phi \) is differentiable on \( \mathbb{R}^n \setminus \{0\} \), then, for almost every \( r > 0 \), the closed set \( \delta^{-1}(r) \cap B \) has \( n - 1 \) dimensional Hausdorff measure zero.

Proof. (i) Suppose \( \alpha_1 \in \mathbb{R}^n \), \( \| \alpha_1 \| = 1 \), and \( x \in U(\alpha_i) \). Let \( \{ \alpha_1, \alpha_2, \ldots, \alpha_n \} \) be a basis for \( \mathbb{R}^n \) with \( \| \alpha_i \| = 1 \) for \( 1 \leq i \leq n \). Since \( U(\alpha_1) \) is open, there is an \( \eta > 0 \) such that \( x + \sum_{i=1}^{n} s_i \alpha_i \in U(\alpha_1) \) whenever \( |s_i| < \eta \) for \( 1 \leq i \leq n \).

For fixed \( |s_i| < \eta \), \( 2 \leq i \leq n \), the function
\[
h(s) = \delta\left( x + s\alpha_1 + \sum_{i=2}^{n} s_i \alpha_i \right)
\]
is Lipschitzian for \( |s| < \eta \) and \( h'(s) > 0 \) for almost every such \( s \). Thus \( h \) is an increasing function of \( s \). Appealing to an implicit function theorem of
W. H. Young [W, p. 230], we see that \(\delta^{-1}(\delta(x)) \cap U\) is a Lipschitz \(n - 1\) manifold.

(ii) Suppose \(\delta\) is differentiable at \(x\). By Lemma 3, the convex hull of \(N(x)\) is contained in \(\{y: \|y\| = 1\}\). Thus if \(\{y: \|y\| = 1\}\) is strictly convex, then \(N(x)\) is a single point.

In case \(\phi\) is differentiable, then \(\phi'(y, \alpha)\) is linear in \(\alpha\). If \(y_1, y_2 \in N(x)\), then \(\phi'(y_1, y_2 - y_1) = 0\) and hence \(\phi'(y_1, y_2) = \phi'(y_1, y_1) = 1\). Thus, letting \(y_0\) be any point of \(N(x)\), we have \(\phi'(y, -y_0) = -1\) for each \(y \in N(x)\).

Thus, in either case, we have \(\sup \{\phi'(y, -y_0): y \in N(x)\} = -1\) for fixed \(y_0 \in N(x)\). Since \(\phi'(y, \alpha)\) is upper semicontinuous in \(y\), there is an \(\varepsilon > 0\) such that \(\sup \{\phi'(y, -y_0): y \in N(x, \varepsilon)\} \leq -\frac{1}{2}\). Now, since

\[
\phi'(y, -y_0) \geq -\phi'(y, y_0),
\]

we have

\[
-\inf \{\phi'(y, y_0): y \in N(x, \varepsilon)\} \leq -\frac{1}{2} \quad \text{or} \quad g(x, -y_0) \geq \frac{1}{2}.
\]

Thus, \(x \in U\) and hence \(\delta\) is not differentiable at any point of \(B\). Hence the \(n\) dimensional Lebesgue measure of \(B\) is zero and, by the coarea formula [F], the \(n - 1\) dimensional Hausdorff measure of \(\delta^{-1}(r) \cap B\) is zero for almost every \(r > 0\).

**Lemma 4.** If \(\phi\) is twice differentiable on \(\mathbb{R}^n \setminus \{0\}\) and the norm of its second differential is bounded on \(\{y: \|y\| = 1\}\), then there is a constant \(K\) such that \(|\delta^2(x_1) - \delta^2(x_2)| < K \|x_1 - x_2\|^2\) whenever \(x_1, x_2 \in B\).

**Proof.** Let

\[
R_1 = \sup \{\|d\phi(y)\|: \|y\| = 1\} \quad \text{and} \quad R_2 = \sup \{\|d^2\phi(y)\|: \|y\| = 1\}.
\]

Let \(K\) be any number greater than \(2[R_1^2 + R_2]\) and suppose that \(x_1, x_2 \in \mathbb{R}^n \setminus A\) with \(\delta^2(x_1) - \delta^2(x_2) \geq K \|x_1 - x_2\|^2\). If \(y \in N(x_2)\), then

\[
\delta(x_1) \leq \|x_2 + \delta(x_2)y) - x_1\|.
\]

Now

\[
\|\delta(x_2)y + (x_2 - x_1)\|^2 \leq \|\delta(x_2)y\|^2 + 2 \|\delta(x_2)y\| \quad \phi'(y, x_2 - x_1)
\]

\[
+ 2[R_1^2 + R_2] \|x_1 - x_2\|^2.
\]

Hence

\[
\delta^2(x_2) + K \|x_1 - x_2\|^2 \leq \delta^2(x_2) + 2\delta(x_2)\phi'(y, x_2 - x_1)
\]

\[
+ 2[R_1^2 + R_2] \|x_1 - x_2\|^2
\]

or

\[
2\delta(x_2)\phi'(y, x_2 - x_1) \geq [K - 2[R_1^2 + R_2]] \|x_1 - x_2\|^2.
\]
Since $N(x_2)$ is compact and $d\phi$ is continuous,
\[ g(x_2, x_1 - x_2) = \liminf_{\epsilon \to 0} \{ \phi'(y, x_2 - x_1) : y \in N(x_2, \epsilon) \} > 0 \]
and $x_2 \in U$.

**Theorem 2.** If $n = 2$ and $\phi$ satisfies the conditions of Lemma 4, then $\delta^{-1}(r)$ is a 1 manifold for almost every $r > 0$.

**Proof.** The set $B$ has 2 dimensional Lebesgue measure zero and from Lemma 4 it is clear that $\delta(B)$ has measure zero.
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