APPLICATIONS OF LAPLACE TRANSFORMS AND THEIR INVERSES

CHARLES FOX

ABSTRACT. By means of Laplace transforms and their inverses we first solve the Varma transform, considered as an integral equation for an unknown function in the integrand. We then express two operators of fractional integration in terms of Laplace and inverse Laplace transforms.

1. Introduction. This paper continues from my previous paper [2]. In Varma gives a generalization of the Laplace transform, namely

\[ g(t) = \int_0^\infty \left[(tu)^{\mu-1/2}e^{-(1/2)t/(t+u)}W_{k,\mu}(tu)\right]f(u) \, du \quad (t > 0), \]

where \( W_{k,\mu}(z) \), Whittaker's function [10, p. 334], may be defined by

\[ W_{k,\mu}(z) = \frac{1}{\Gamma(\frac{1}{2} - k + \mu)} \int_0^\infty u^{-k-1/2+\mu}(1 + uz)^{-1-z-1/2}e^{-u} \, du. \]

It can be shown that \( W_{k,\mu}(z) \) exists for all values of \( k \) and \( \mu \) and all values of \( z \) except real negative ones. Special cases of \( W_{k,\mu}(z) \) occur in many problems of mathematical physics. When \( k + \mu = \frac{1}{2} \), (1) reduces to the Laplace transform of \( f(u) \).

(1) becomes an integral equation if \( g(t) \) is given and \( f(u) \) is to be found. This has been solved by Saxena [4] using the fractional integration operator \( \mathcal{S}(x, \beta; f(x)) \), defined later in equation (31). Since comprehensive tables of Laplace transforms exist, while tables of \( \mathcal{S}(x, \beta; f(x)) \) are comparatively rare, I give here a solution of (1), considered as an integral equation for \( f(u) \), by means of Laplace transforms and their inverses. After this I show how to express two operators of fractional integration in terms of Laplace operators. The methods used are those used in my previous paper [2].
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2. The Laplace and Mellin transforms. The Laplace transform of \( \phi(x) \) is denoted by \( \mathcal{L}\{\phi(x)\} \) and defined by

\[
\mathcal{L}\{\phi(x)\} = \int_0^\infty e^{-xt} \phi(x) \, dx = \psi(t).
\]

With \( \phi(x) \) and \( \psi(t) \) related as in (3) the inverse Laplace transform of \( \psi(t) \) is written

\[
\mathcal{L}^{-1}\{\psi(t)\} = \phi(x).
\]

We assume that \( \mathcal{L}^{-1} \) is found by reading a table of Laplace transforms in reverse. Symbolically we then have

\[
\mathcal{L}^{-1} \mathcal{L} = \mathcal{L} \mathcal{L}^{-1} = 1.
\]

Usually \( \mathcal{L} \) will change the variable \( x \) to \( t \) and \( \mathcal{L}^{-1} \) will change \( t \) to \( x \).

The Mellin transform of \( f(u) \) is denoted either by \( \mathcal{M}\{f(u)\} \) or by \( F(s) \), whichever is more convenient. Usually \( u \) is real and positive while \( s \) is a complex variable of the form \( s = \sigma + i\tau, \sigma \) and \( \tau \) both real. The definition of \( \mathcal{M}\{f(u)\} = F(s) \) is given by

\[
\mathcal{M}\{f(u)\} = F(s) = \int_0^\infty f(u) u^{s-1} \, du.
\]

Considering \( (tu)^s f(tu) \) to be a function of \( u \), with \( t > 0 \), from (6) we have

\[
\mathcal{M}\{(tu)^s f(tu)\} = F(s + \alpha) u^s.
\]

If \( f(u) \) and \( F(s) \) are related as in (6) then the inverse Mellin transform of \( F(s) \) can be denoted by \( \mathcal{M}^{-1}\{F(s)\} = f(u) \) or by the equation

\[
f(u) = \frac{1}{2\pi i} \int_C F(s) u^{-s} \, ds,
\]

where \( C \) is a suitable contour in the complex \( s \) plane.

If \( \mathcal{M}\{h(u)\} = H(s) \) and \( \mathcal{M}\{f(u)\} = F(s) \) then the Mellin-Parseval theorem states that

\[
\int_0^\infty h(u)f(u) \, du = \frac{1}{2\pi i} \int_C H(s)F(1 - s) \, ds,
\]

where \( C \) is a suitable contour in the \( s \) plane.

Proofs of (6), (8) and (9) are given in [7, pp. 46, 60 and 94].

With \( s = \sigma + i\tau, \sigma \) and \( \tau \) both real, if \( \sigma > |\mu| - \frac{1}{2} \) then from [5, p. 337, (8)] with \( \alpha = \frac{1}{2} \) and \( \beta = 1 \) we have

\[
\mathcal{M}\{e^{-u^{2}} W_{k, \mu}(u)\} = \frac{\Gamma(-\mu + s + \frac{1}{2})\Gamma(\mu + s + \frac{1}{2})}{\Gamma(s - k + 1)}.
\]
From (7) we then deduce, if \( \sigma > 0 \) and \( \sigma > -2\mu \), that

\[
\mathcal{M}\{(tu)^{-1/2} e^{-(1/2)i\tau} W_{k,\mu}(tu)\} = \frac{\Gamma(s)\Gamma(s + 2\mu)}{\Gamma(s + \mu - k + 1/2)} t^{-\frac{s}{2}},
\]

where we consider that \( \mathcal{M} \) acts upon a function of \( u \).

3. The solution of (1) as an integral equation for \( f(u) \).

**Theorem 1.** If (i) \( \mu > 0 \), \( \mu - k > -1 \), (ii) \( f(x) \in L_2(0, \infty) \), (iii) \( s^{\mu+k-1/2} F(1-s) \in L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty) \), (iv) \( F(1-s) \in L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty) \) and (v) \( y^{-1/2} f(y) \in L(0, \infty) \) where \( f(y) \) is of bounded variation near the point \( y = x \), then the solution of (1), as an integral equation for \( f(u) \) is

\[
f(x) = x^{-2\mu} \mathcal{M}^{-1}\{t^{-\mu-k+1/2} e^{\frac{\pi i}{4}} [x^{-\mu-k+1/2} (t)]\}.
\]

**Proof.** We first apply (9) to the right-hand side of (1). For large positive \( u \) and \( \tau > 0 \) the asymptotic expansion of \( W_{k,\mu}(z) \) [10, p. 336] gives us

\[
(tu)^{-1/2} e^{-(1/2)i\tau} W_{k,\mu}(tu) = (tu)^{\mu+k-1/2} e^{-tu} \{1 + O(u^{-1})\}.
\]

For small positive \( u \) we use the formula for \( W_{k,\mu}(u) \) in terms of the \( M_{k,\mu}(u) \) and \( M_{k,-\mu}(u) \) series given in [10, p. 340], where the two \( M \) series are defined in [10, p. 332]. We then have for \( \tau > 0 \), \( u \) positive and small

\[
(tu)^{-1/2} e^{-(1/2)i\tau} W_{k,\mu}(tu) = (tu)^{2\mu} \{1 + O(u)\}.
\]

Since, condition (i), \( \mu > 0 \), it follows from (13) and (14) that the expression inside the square braces in (1) belongs to \( L_2(0, \infty) \), when considered as a function of \( u \). This result, combined with condition (ii), \( f(u) \in L_2(0, \infty) \), justifies our use of Theorem 72, p. 95 of [7], with \( k = \frac{1}{2} \), so that we may apply (9) to the right-hand side of (1). Using (11) we have

\[
g(t) = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \frac{\Gamma(s)\Gamma(s + 2\mu)}{\Gamma(s + \mu - k + 1/2)} t^{-s} F(1-s) ds \quad (t > 0),
\]

where the contour in the \( s \) plane is the straight line \( s = \frac{1}{2} + i\tau \) and \( \tau \) varies from \( -\infty \) to \( \infty \).

In the next part of the proof we eliminate the three gamma functions from the integrand of (15) by the methods of my previous paper [2]. From the asymptotic expansion of the gamma function [10, p. 273] along the line \( s = \frac{1}{2} + i\tau \), for large \( |\tau| \) we have

\[
\frac{\Gamma(s + 2\mu)}{\Gamma(s + \mu - k + 1/2)} F(1-s) = s^{\mu+k-1/2} F(1-s) \{1 + O(s^{-1})\}.
\]
From condition (iii) the cofactor of $\Gamma(s)$ in the integrand of (15) therefore belongs to $L(\frac{1}{2} - \infty, \frac{1}{2} + \infty)$. Hence we may use equation (4), p. 300 of [2], with $\alpha = 1$ and $\beta = 0$, to eliminate $\Gamma(s)$ from the integrand of (15) by means of the operator $\mathcal{U}^{-1}$. The result is

$$
\mathcal{U}^{-1}\{g(t)\} = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \frac{\Gamma(s + 2\mu)}{\Gamma(s + \mu - k + \frac{1}{2})} x^{s-1}F(1 - s) \, ds.
$$

Let $\lambda = \mu - k + \frac{1}{2}$ then from (17) we have

$$
\mathcal{U}[x^{\lambda}\mathcal{U}^{-1}\{g(t)\}] = \int_0^\infty e^{-tx}x^{\lambda} \left( \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \frac{\Gamma(s + 2\mu)}{\Gamma(s + \lambda)} x^{s-1}F(1 - s) \, ds \right) \, dx.
$$

Since $s = \frac{1}{2} + it$, the real part of the power of $x$ in (18) is $\lambda - \frac{1}{2} = \mu - k$ which, by condition (1), exceeds $-1$. Also, by (16) and condition (iii), the terms in $s$ in (18) belong to $L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty)$. Hence, the integral in (18) is an absolutely convergent double integral and we may integrate first with respect to $x$. This eliminates $\Gamma(s + \lambda)$ in the denominator to give us

$$
\mathcal{U}[x^{\mu-k+1/2}\mathcal{U}^{-1}\{g(t)\}] = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \Gamma(s + 2\mu)\Gamma(s + k - 1/2)F(1 - s) \, ds.
$$

Again, conditions (i) and (iv) allow us to use equation (4) of [2], with $\alpha = 1$ and $\beta = 2\mu$, and so we apply $\mathcal{U}^{-1}$ to (19) to eliminate $\Gamma(s + 2\mu)$. The result is

$$
\mathcal{U}^{-1}\{x^{\mu-k+1/2}\mathcal{U}^{-1}\{g(t)\}\} = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} x^{s+2\mu-1}F(1 - s) \, ds.
$$

This ends the second part of the proof and in the third part we show that the integral in (20) is equal to $x^{2\mu}f(x)$.

On replacing $s$ by $1 - s$ in (20) we have

$$
\frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} x^{s+2\mu-1}F(1 - s) \, ds = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} F(s)x^{-s} \, ds,
$$

$$
= x^{2\mu}f(x),
$$

since condition (v) allows us to use Theorem 28, p. 46 of [7] with $k = \frac{1}{2}$. On adding (20) and (22) and dividing by $x^{2\mu}$ we arrive at (12) and so complete the proof of Theorem 1.

4. Test of (12) as the solution of (1). A simple test is to write $\mu + k = \frac{1}{2}$. (1) then reduces to $g(t) = \mathcal{U}\{f(x)\}$ and, since $\mathcal{U}^{-1}\mathcal{U} = 1$ by equation (5), (12) reduces to $f(x) = \mathcal{U}^{-1}\{g(t)\}$. These results are obviously equivalent to each other.
For another test let \( \mu \) be as in (1) and let

\[
g(t) = 2t^\mu K_{2\mu}(2t^{1/2})\]

where \( K_\nu(z) \) is a Bessel function of the second kind [9, p. 78]. From [5, p. 283, (40)], with \( \alpha = 1 \), we have

\[
\mathcal{L}^{-1}\{g(t)\} = x^{-2}\mu - 1 e^{-x/2}.
\]

From [5, p. 146, (29)], with \( \alpha = 4 \), we then have

\[
\mathcal{L}[x^{\mu - k + 1/2}]^{-1}\{g(t)\} = 2t^{(1/2)(\mu + k - 1/2)}K_{-\mu - k + 1/2}(2t^{1/2}).
\]

From [5, p. 283, (40)], with \( \alpha = 1 \), we then have

\[
x^{-2\mu - 1} \mathcal{L}^{-1}\{t^{-\mu - k + 1/2}\}^{-1}\{g(t)\} = x^{-\mu - k - 1/2} e^{-x/2}.
\]

(26) is then the solution of (1) when \( g(t) \) is given by (23). Since there are no tables of Varma transforms we cannot check this result directly. But if instead of using (1) we use the equivalent equation (15) a check for (23) can be obtained as follows.

\[
\mathcal{M}\{x^{\mu - k - 1/2} e^{-x/2}\} = F(s) = \Gamma(-s + \mu - k + \frac{3}{2}).
\]

On inserting \( F(1 - s) \) in (15) the gamma function in the denominator is cancelled out. From [5, p. 331, (26)], using manipulations similar to those used in deducing (7) from (6), we find that the resultant integral is equal to \( 2t^\mu K_{2\mu}(2t^{1/2}) \) agreeing with (23). This acts as a check for (26).

5. Fractional integration expressed by means of \( \mathcal{L} \) and \( \mathcal{L}^{-1} \) operators.

The \( \mathcal{S} \) and \( \mathcal{R} \) types of fractional integration considered here, when acting upon \( f(x) \), are defined by

\[
\mathcal{S}\{\alpha, \beta; f(x)\} = \frac{x^{-\beta - x}}{\Gamma(\alpha)} \int_0^x (x - u)^{\alpha - 1} u^\beta f(u) \, du,
\]

\[
\mathcal{R}\{\alpha, \beta; f(x)\} = \frac{x^\beta}{\Gamma(\alpha)} \int_x^\infty (u - x)^{\alpha - 1} u^{-\beta - x} f(u) \, du.
\]

Most other types of fractional integration can be derived from these two. The Mellin transforms are related as follows:

\[
\mathcal{M}\{\mathcal{S}\{\alpha, \beta; f(x)\}\} = \frac{\Gamma(\beta + 1 - s)}{\Gamma(\alpha + \beta + 1 - s)} \mathcal{M}\{f(x)\},
\]

\[
\mathcal{M}\{\mathcal{R}\{\alpha, \beta; f(x)\}\} = \frac{\Gamma(\beta + s)}{\Gamma(\alpha + \beta + s)} \mathcal{M}\{f(x)\}.
\]

For a discussion of these transforms see Erdelyi [1] and Kober [3].
THEOREM 2. If (i) \( \alpha > 0 \), \( \beta > 0 \), (ii) \( f(x) \in L(0, \infty) \), (iii) \( x^{-1/2}f(x) \in L(0, \infty) \), where \( f(y) \) is of bounded variation near the point \( y = x \), (iv) \( \Re\{f(x)\} = F(s) \in L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty) \) and (v) \( x^{-1/2}\Im\{\alpha, \beta; f(x)\} \in L(0, \infty) \) and is of bounded variation near \( y = x \) then

\[
(32) \quad x^{-\alpha - \beta}Q^{-1}[r^{-\alpha}Q\{x^\beta f(x)\}] = \Im\{\alpha, \beta; f(x)\}.
\]

PROOF. From conditions (i) and (ii) and Theorems 2 and 5(a) of [3] both \( \Im\{\alpha, \beta; f(x)\} \) and \( \Re\{\alpha, \beta; f(x)\} \) exists and belong to \( L(0, \infty) \) and also (30) and (31) hold. From (iii) and Theorem 28, p. 46 of [7], with \( k = \frac{1}{2} \), we have

\[
(33) \quad f(x) = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} F(s)x^{-s}ds.
\]

It is necessary to work with \( x^s \) instead of \( x^{-s} \) so in (33) we replace \( s \) by \( 1-s \) first and then apply the operator \( Qx^\beta \). The result is

\[
(34) \quad Q\{x^\beta f(x)\} = \int_0^\infty e^{-ix}x^\beta \left[ \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} F(1-s)x^{s-1}ds \right] dx.
\]

Along the line \( s = \frac{1}{2} + i\tau \), the real part of the power of \( x \) is \( \beta - \frac{1}{2} \). From (iv) we easily deduce that \( F(1-s) \in L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty) \) and, from (i), \( \beta - \frac{1}{2} > -\frac{1}{2} \) and therefore the double integral in (34) is absolutely convergent. We may then integrate first with respect to \( x \), giving us

\[
(35) \quad Q\{x^\beta f(x)\} = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \Gamma(\beta + s)F(1-s)ds.
\]

From (35) we have

\[
Q^{-1}[r^{-\alpha}Q\{x^\beta f(x)\}] = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \Gamma(\beta + s) F(1-s)\frac{\Gamma(\alpha + \beta + s)}{\Gamma(\alpha +\beta + s)} r^{-\alpha - \beta - s} F(1-s)ds.
\]

Now (iv) also implies that \( F(1-s) \in L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty) \). Hence from the asymptotic expansion of the gamma function [10, p. 273] we have

\[
(37) \quad \Gamma(\beta + s)F(1-s)/\Gamma(\alpha + \beta + s) = O(s^{-\alpha}F(1-s)).
\]

Hence, since \( \alpha > 0 \) by condition (i), from (iv) we have

\[
(38) \quad \Gamma(\beta + s)F(1-s)/\Gamma(\alpha + \beta + s) \in L(\frac{1}{2} - i\infty, \frac{1}{2} + i\infty).
\]

(38) justifies us in using equation (4) of [2] with \( \alpha = 1 \) and \( \beta \) replaced by \( \alpha + \beta \). The result is that the \( Q^{-1} \) operator in (36) eliminates \( \Gamma(\alpha + \beta + s) \)
from the numerator of the integrand in (36). This gives us

\[ \mathcal{L}^{-1}[r^{-\Delta}\mathcal{L}\{x^\beta f(x)\}] = \frac{1}{2\pi i} \int_{1/2-i\infty}^{1/2+i\infty} \frac{\Gamma(\beta + s)}{\Gamma(\alpha + \beta + s)} e^{s \cdot s} ds. \]

On replacing \( s \) in (39) by \( 1 - s \) and using (30) we have

\[ \mathcal{L}^{-1}[r^{-\Delta}\mathcal{L}\{x^\beta f(x)\}] = \frac{1}{2\pi i} e^{s + s} \int_{1/2-i\infty}^{1/2+i\infty} \mathfrak{M}\{\mathfrak{A}\{\alpha, \beta : f(x)\}\} e^{-s} ds. \]

Finally from (v) and Theorem 29, p. 46 of [7], with \( k = \frac{1}{2} \), we deduce that

\[ x^{-\alpha - \beta} \mathcal{L}^{-1}[r^{-\Delta} \mathcal{L}\{x^\beta f(x)\}] = \mathfrak{A}\{\alpha, \beta : f(x)\}. \]

This completes the proof. To test Theorem 2, let \( f(x) = e^{-1/x} \). From [5, p. 146, (29)] with \( \nu = 1 + \beta \) and \( \alpha = 4 \) we have

\[ \mathcal{L}\{x^\beta e^{-1/x}\} = 2r^{-1/2}(1 + \beta) K_{1 + \beta}(2t^{1/2}). \]

From [5, p. 283, (43)], with \( \alpha = 1, \mu - \frac{1}{2} = -\alpha - \frac{1}{2} \beta \) and \( 2\nu = 1 + \beta \) we have

\[ \mathfrak{A}\{\alpha, \beta : e^{-1/x}\} = x^{-\beta / 2} e^{-1/2W_{-\alpha - \beta / 2, (1/2)(1 + \beta)}(1/x)}, \]

where \( K_\nu(x) \) is a Bessel function of the second kind [9, p. 78] and \( W_{k,\mu}(x) \) is Whittaker's function of \( 1 \) and \( 2 \). There appear to be no tables for \( \mathfrak{A}\{\alpha, \beta : f(x)\} \) but there are some for \( x^\alpha \mathfrak{A}\{\alpha, 0 : f(x)\} \) in [6].

From (43) we have

\[ x^\alpha \mathfrak{A}\{\alpha, 0 : e^{-1/x}\} = x^\alpha e^{-1/2W_{-\alpha - \beta / 2, (1/2)(1 + \beta)}(1/x)}, \]

which checks with [6, p. 187, (18)], with \( \nu = 1, \mu = \alpha \) and \( \alpha = 1 \).

**Theorem 3.** With the same conditions as in Theorem 2, except that \( \mathfrak{A}\{\alpha, \beta : f(x)\} \) is replaced by \( \mathfrak{R}\{\alpha, \beta : f(x)\} \), we have

\[ x^{-\alpha - \beta} \mathcal{L}^{-1}[r^{-\Delta} \mathcal{L}\{x^\beta f(x)\}] = \mathfrak{R}\{\alpha, \beta : f(X)\}. \]

The proof closely follows that of Theorem 2. Briefly we start with (33) and replace \( x \) by \( x^{-1} \). The operators \( \mathcal{L} \) and \( \mathcal{L}^{-1} \) introduce \( \Gamma(\beta + s)/\Gamma(\alpha + \beta + s) \) into the integrand, as in (39). From (32) the integrand then contains \( \mathfrak{M}\{\mathfrak{R}\{\alpha, \beta : f(x)\}\} x^{\alpha + \beta + s - 1} \). On replacing \( x \) by \( 1/X \) and using (33) again, (45) is established.

To test (45) we let \( f(x) = e^{-x} \). From [5, p. 146, (29)] we have

\[ \mathcal{L}\{x^\beta e^{-1/x}\} = 2t^{-\beta} e^{-1/2} K_{1 + \beta}(2t^{1/2}). \]
From [5, p. 283, (43)], with \( a = 1, \mu - \frac{1}{2} = \frac{1}{2} - \alpha - \frac{1}{2} \beta \) and \( 2v = \beta \) we have finally

\[
\mathcal{R} \{ \alpha, \beta : e^{-X} \} = X^{\beta/2 - 1/2} e^{-X/2} W_{1/2 - \alpha - \beta/2, \beta/2}(X),
\]

where the \( K \) and \( W \) functions are as in the test for Theorem 2.

There appear to be no tables for \( \mathcal{R} \{ \alpha, \beta : f(X) \} \) but in [6] there are tables for \( X^\alpha \mathcal{R} \{ x, -\alpha : f(X) \} \). Since \( W_{1/2 - a/2, -a/2}(X) = X^{(1-a)/2} e^{-X/2} \) [6, p. 432] from (47) we have

\[
X^\alpha \mathcal{R} \{ x, -\alpha : e^{-X} \} = e^{-X}
\]

which agrees with [6, p. 202, (11)] when \( a = 1 \). This serves as a check for (45).

**References**