ON TRANSFORMATIONS OF DERIVATIVES

A. M. BRUCKNER

ABSTRACT. Let \( f \) be a derivative on \([a, b]\), \( \phi \) a continuous function on the real line and \( h \) a homeomorphism of \([a, b]\) onto itself. We study the problem of determining conditions under which \( \phi \circ f \) or \( f \circ h \) are derivatives.

1. Introduction and preliminaries. The property of being a derivative is not, in general, preserved under compositions (on the inside or outside) with continuous functions. Thus, Maximoff [5] has shown that if \( f \) is any Darboux function in the first class of Baire on \([0, 1]\), there exists a homeomorphism \( h \) of \([0, 1]\) onto itself such that \( g = f \circ h \) is a derivative. It follows that while \( g \) is a derivative, \( g \circ h^{-1} = f \) need not be a derivative. Furthermore, Choquet [2] has shown that if \( \phi \) is a continuous function, not linear, there exists a bounded derivative \( f \) such that \( \phi \circ f \) is not a derivative. The main purpose of this article is to give conditions on derivatives \( f \), continuous functions \( \phi \) and homeomorphisms \( h \) which guarantee that \( \phi \circ f \) and \( f \circ h \) are derivatives. We shall see that the class of functions which, along with their squares, are derivatives, play an important role in our consideration. In the sequel, we shall be concerned with real-valued functions defined on an interval \([a, b]\).

2. A theorem on functions which together with their squares are derivatives. Theorem 1 below will be useful in §§3 and 4.

Theorem 1. If \( f \) and \( f^2 \) are derivatives on \([a, b]\), then every point of \([a, b]\) is a Lebesgue point for \( f \).

Proof. We first note that \( f^2 \) is summable because it is the derivative of...
an increasing function. Therefore \( f \) is also summable. It is clear that both \( f \) and \( f^2 \) are the derivatives of their integrals.

We now show that \( f \) is approximately continuous. Let \( x_0 \in [a, b] \). Since the functions \( f(x_0) \) and \( (f - f(x_0))^2 \) are derivatives, we may assume that \( f(x_0) = f^2(x_0) = 0 \). Let \( \epsilon > 0 \), and let \( A = \{x: |f(x)| \geq \epsilon\} \). We wish to show that \( x \) is a point of dispersion of \( A \). Let

\[
I_h = \frac{1}{h} \int_{x_0}^{x_0 + h} f^2 \, d\lambda, \quad \text{and} \quad I_A^h = \frac{1}{|b|} \int_{[x_0, x_0 + h] \cap A} f^2 \, d\lambda.
\]

Since \( f^2 \) is the derivative of its integral, \( \lim_{h \to 0} I_h = f^2(x_0) = 0 \). Therefore \( \lim_{h \to 0} I_A^h = 0 \). On the other hand

\[
I_A^h \geq \epsilon^2 \lambda(A \cap [x_0, x_0 + h])/|b|.
\]

Thus \( \lim_{h \to 0} \lambda(A \cap [x_0, x_0 + h])/|b| = 0 \). Since \( \epsilon \) was arbitrary, \( x_0 \) is a point of dispersion of \( A \), and \( f \) is approximately continuous at \( x_0 \).

To show that each point of \( [a, b] \) is a Lebesgue point for \( f \), we again let \( x_0 \in [a, b], \epsilon > 0 \) and assume \( f(x_0) = 0 \). We wish to show

\[
\lim_{h \to 0} \frac{1}{|b|} \int_{x_0}^{x_0 + h} |f| \, d\lambda = 0.
\]

Write

\[
\frac{1}{|b|} \int_{x_0}^{x_0 + h} |f| \, d\lambda = \frac{1}{|b|} \int_{[x_0, x_0 + h] \cap A_1} |f| \, d\lambda + \frac{1}{|b|} \int_{[x_0, x_0 + h] \cap A_2} |f| \, d\lambda
\]

\[
+ \frac{1}{|b|} \int_{[x_0, x_0 + h] \cap A_3} |f| \, d\lambda,
\]

where \( A_1 = \{x: |f(x)| < \epsilon\}, A_2 = \{x: \epsilon \leq |f(x)| < 1\} \) and \( A_3 = \{x: |f(x)| \geq 1\} \). Then

\[
\frac{1}{|b|} \int_{[x_0, x_0 + h] \cap A_1} |f| \, d\lambda \leq \epsilon \frac{\lambda([x_0, x_0 + h] \cap A_1)}{|b|} \leq \epsilon,
\]

\[
\frac{1}{|b|} \int_{[x_0, x_0 + h] \cap A_2} |f| \, d\lambda \leq \frac{1}{|b|} \lambda([x_0, x_0 + h] \cap A_2) < \epsilon.
\]
for sufficiently small $|h|$ because $f$ is approximately continuous at $x_0$, and

$$
\frac{1}{|h|} \int_{[x_0, x_0 + h] \cap A_3} |f| \, d\lambda \leq \frac{1}{|h|} \int_{[x_0, x_0 + h] \cap A_3} f^2 \, d\lambda \leq \frac{1}{|h|} \int_{x_0}^{x_0 + h} f^2 \, d\lambda < \epsilon
$$

for sufficiently small $|h|$ because $f^2$ is the derivative of its integral at $x_0$ and $f^2(x_0) = 0$. It follows from these inequalities that $|h|^{-1} \int_{x_0}^{x_0 + h} |f| \, d\lambda < 3\epsilon$ for sufficiently small $|h|$. Since $\epsilon$ was arbitrary,

$$
\lim_{h \to 0} \frac{1}{h} \int_{x_0}^{x_0 + h} |f| \, d\lambda = 0,
$$

and $x$ is a Lebesgue point for $f$. This completes the proof of Theorem 1.

3. On the composition $\phi \circ f$. Suppose now that $f$ is bounded and $f$ and $f^2$ are derivatives. Then $f$ is approximately continuous by Theorem 1. If $\phi$ is any continuous function defined on the real line $R$, then $\phi \circ f$ is a bounded approximately continuous function and is therefore a derivative. (This result was established with a different proof by Wilkosz [6].) Example 1 below shows that one cannot obtain the corresponding result if one drops the requirement that $f$ be bounded. Nonetheless, Theorem 2 below shows that one can obtain the result for certain classes of continuous functions $\phi$.

Example 1. Let $l_n = [10^{-2n}, 10^{-2n} + 10^{-4n}]$. Define a function $g$ as follows: $g(x) = 10^n$ on $l_n$, $g(x) = 0$ elsewhere on $[0, 1]$. Let $G(x) = \int_0^x g \, d\lambda$ and $H(x) = \int_0^x \sqrt{g} \, d\lambda$. It is easy to verify that $G'(0) = H'(0) = 0$, but that $\int_{l_n} g^4 \, d\lambda = 1$ so that the function $g^4$ is not summable on $[0, 1]$. Now replace $\sqrt{g}$ by a function $f$ which equals $\sqrt{g}$ on $l_n$ but which, on the intervals $[10^{-2n} - 10^{-4n}, 10^{-2n}]$ and $[10^{-2n} + 10^{-4n}, 10^{-2n} + 2 \cdot 10^{-4n}]$, is linear and vanishes elsewhere in $[0, 1]$ so that $f$ is continuous on $[0, 1]$. Then $f$ and $f^2$ are the derivatives of their integrals everywhere on $[0, 1]$, but $f^8 = g^4$ is not summable on $[0, 1]$. Since $f^8 \geq 0$, it cannot be a derivative because a nonnegative derivative is summable. This example shows that Theorem 2 below does not apply to the function $\phi(x) = x^8$.

Theorem 2. Let $f$, $f^2$ be derivatives on $[a, b]$, and let $\phi$ be continuous on $R$. Then:

(a) If $\phi$ is bounded or satisfies a Lipschitz condition, the function $\phi \circ f$ has each point as a Lebesgue point. In particular, $\phi \circ f$ is a derivative.
(b) If \( f \circ \phi - f \) or \( f \circ \phi - f^2 \) is bounded, \( f \circ \phi \) is a derivative.

**Proof.** (a) If \( \phi \) is bounded, then \( f \circ \phi \) is a bounded approximately continuous function and thus each point is a Lebesgue point. If \( \phi \) satisfies the Lipschitz condition
\[
|\phi(y) - \phi(x)| \leq M|y - x|
\]
for all real \( x \) and \( y \), then
\[
|f(x_0 + h) - f(x_0)| dx < h|f(x) - f(x_0)| dx,
\]
and this last expression approaches 0 with \( h \) because each point \( x_0 \) is a Lebesgue point for \( f \) by Theorem 1.

(b) Let \( g = f \circ \phi - f \). Now \( f \) is approximately continuous by Theorem 1. Thus \( f \circ \phi \) is also approximately continuous so \( g \) is approximately continuous. If \( g \) is also bounded, \( g \) is a derivative. Thus \( f \circ \phi = f + g \) is also a derivative. A similar argument shows \( f \circ \phi \) is a derivative if \( f \circ \phi - f^2 \) is bounded.

We now show that Theorems 1 and 2 remain valid if we assume only that \( f \) and \( f^2 \) are approximate derivatives.

**Theorem 3.** If \( f \) and \( f^2 \) are approximate derivatives, then \( f \) and \( f^2 \) are derivatives.

**Proof.** Since any approximate derivative which dominates a derivative [3], we note that the function \( f^2 \geq 0 \) is a derivative. Since \( \frac{f}{f^2 + 1/2} \), \( f \) is also a derivative.

4. On the composition \( f \circ h \). Maximoff's theorem [5] implies that a homeomorphic change of variables may destroy the property of being a derivative. Example 2 below shows that even if \( f \) is a bounded derivative and \( h \) and \( h^{-1} \) satisfy a Lipschitz condition, the function \( f \circ h \) might fail to be a derivative. On the other hand, if \( f \) and \( f^2 \) are derivatives, and \( h \) and \( h^{-1} \) satisfy a Lipschitz condition then, according to Theorem 4, below, \( f \circ h \) and \( (f \circ h)^2 \) are derivatives. Thus the class of functions which together with their squares are derivatives is closed under this type of change of variables.

**Example 2.** Let \( \{a_n\}, \{b_n\}, \{c_n\} \) and \( \{d_n\} \) be decreasing sequences of positive numbers such that:

1. \( d_1 = 1 \),
2. \( d_n > c_n > b_n > a_n > d_{n+1} \) for all \( n \),
3. \( \lim_{n \to \infty} d_n = 0 \),
4. \( \bigcup_{n=1}^\infty [a_n, b_n] \) has density \( 1/2 \) at the origin,
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(5) $\bigcup_{n=1}^{\infty} [b_n, c_n]$ has density 0 at the origin,

(6) $\bigcup_{n=1}^{\infty} [c_n, d_n]$ has density $\frac{1}{2}$ at the origin, and

(7) $\bigcup_{n=2}^{\infty} [d_n, a_{n-1}]$ has density 0 at the origin.

Let $f$ be the function satisfying

$$f(0) = 0, \quad f(x) = -1 \text{ on } \bigcup_{n=1}^{\infty} [a_n, b_n], \quad f(x) = 1 \text{ on } \bigcup_{n=1}^{\infty} [c_n, d_n],$$

and $f$ is linear on $[b_n, c_n]$ and $[d_n, a_{n-1}]$ in such a way that $f$ is continuous everywhere except at $x = 0$. It is easy to verify that $f$ is the derivative of its integral: this follows at $x = 0$ by a direct computation and it follows elsewhere from the continuity of $f$.

Now let $\{a_n\}, \{b_n\}, \{c_n\}$ and $\{d_n\}$ be sequences of positive numbers such that for all $n$:

1. $a'_n = a_n$,
2. $d'_n = d_n$,
3. $d'_n > c'_n > b'_n > a'_n$,
4. $b'_n - a'_n = \frac{1}{2}(b_n - a_n)$, and
5. $d'_n - c'_n = \frac{3}{2}(d_n - c_n)/2$.

Let $h$ be a homeomorphism of $[0, 1]$ onto itself such that for each $n$, $h$ maps $[a_n, a_{n-1}]$ onto itself with $h(0) = 0$, $h(a_n) = a'_n$, $h(b_n) = b'_n$, $h(c_n) = c'_n$, $h(d_n) = d'_n$, and $h$ linear on each of the intervals $[a_n, b_n]$, $[b_n, c_n]$, $[c_n, d_n]$, and $[d_n, a_{n-1}]$. It is easy to verify that $h^{-1}$ satisfies the Lipschitz condition

$$\frac{1}{2} |y - x| \leq |h^{-1}(y) - h^{-1}(x)| \leq \frac{3}{2} |y - x| \quad \text{ for all } x \text{ and } y,$$

yet the number $\frac{1}{2}$ is a derived number of the integral of $f \circ h^{-1}$ at the origin while $f \circ h^{-1}(0) = 0$. If $f \circ h^{-1}$ were a derivative, it would have to be the derivative of its integral. Therefore $f \circ h^{-1}$ is not a derivative.

Theorem 4. If $f$ and $f^2$ are derivatives on $[a, b]$ and $h$ is a homeomorphism of $[a, b]$ onto itself such that $h$ and $h^{-1}$ satisfy a Lipschitz condition, then $f \circ h$ and $(f \circ h)^2$ are derivatives.

Proof. Let $t_0 \in [a, b]$. Write $x = h(t)$ and $x_0 = h(t_0)$ and assume $h$ is an increasing homeomorphism such that $M^{-1} |t - t_0| \leq |h(t) - h(t_0)| \leq M |t - t_0|$ for some positive number $M$, and all $t$ in $[a, b]$. We first show that $t_0$ is a Lebesgue point for $f \circ h$. Let $t_1$ be a point in $[a, b]$ different from $t_0$ and let $x_1 = h(t_1)$. Then
and this last expression approaches 0 as $x_1 \to x_0$ because every point is a Lebesgue point for $f$.

We now invoke a theorem of Iosifescu [4] according to which we need only show that

$$\lim_{t_1 \to t_0} \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} |f(h(t)) - f(h(t_0))|^2\, dt = 0,$$

in order to guarantee that $(f \circ h)^2$ is also a derivative. But, as above, we see that

$$\left| \frac{1}{t_1 - t_0} \int_{t_0}^{t_1} |f(h(t)) - f(h(t_0))|^2\, dt \right| \leq \left| \frac{M^2}{|x_1 - x_0|} \int_{x_0}^{x_1} |f(x) - f(x_0)|^2\, dx \right|,$$

and this last expression approaches 0 as $x_1 \to x_0$ because $f$ and $f^2$ are derivatives [4].

Remark. We note from the proof of Theorem 4 that if every point of $[a, b]$ is a Lebesgue point for $f$, and $h$ is as in Theorem 4, then every point of $[a, b]$ is a Lebesgue point of $f \circ h$. We also note [1] that such homeomorphisms preserve approximately continuous functions: if $f$ is approximately continuous and $h$ is as above, then $f \circ h$ is approximately continuous. Yet, Example 2 shows that the property of being a bounded derivative is not preserved under such a change of variable. We also note that the Lipschitz requirements on $h$ cannot be dropped in the statement of Theorem 4. In fact, we have

Theorem 5. Let $f$ be a derivative on $[0, 1]$. A necessary and sufficient condition for $f \circ h$ to be a derivative for every homeomorphism $h$ of $[0, 1]$ onto itself is that $f$ be continuous.

Proof. The sufficiency is obvious.
To prove necessity of the condition we assume \( f \) is discontinuous at \( x_0 \) and consider the case that \( x_0 = 0 \), the proof being similar if \( 0 < x_0 < 1 \).

Since every derivative is a Darboux function, the cluster set of \( f \) at 0 contains a point \( y_0 \), different from \( f(0) \). Let \( g(x) = f(x) \) if \( x \neq 0 \), \( g(0) = y_0 \).

Since \( g \) is a Darboux Baire 1 function, there exists by Maximoff's theorem a homeomorphism \( h \) of \([0, 1]\) onto itself such that \( g \circ h \) is a derivative. But then \( g \circ h(x) = f \circ h(x) \) for all \( x \) except \( x = 0 \), at which point we have \( g \circ h(0) = y_0 \) and \( f \circ h(0) = f(0) \). But if two functions agree everywhere except at one point, at least one of them must fail to be a derivative. Since \( g \circ h \) is a derivative, \( f \circ h \) is not.
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