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Abstract. This note deals with the problem of minimizing a real-valued
function \( f \) on a weakly closed subset of a reflexive Banach space. We use a
mild monotonicity assumption introduced by P. Hess [11] on the derivative
\( f' \) of \( f \) to get the weak lower semicontinuity of \( f \). We show that one can
dispense with any continuity assumption on \( f' \), so that we get a true
generalization of F. E. Browder's results [4]. The relevance of the
monotonicity property to the calculus of variations is shown by an example.

0. Introduction. In [4] F. E. Browder brought forward the rôle of
monotonicity assumptions on the derivative \( f' \) of a function \( f : X \to \mathbb{R}, \) \( X \) a
reflexive Banach space, to ensure its weak lower semicontinuity. P. Hess
showed [11] that the monotonicity assumption of \( f' \) can be relaxed provided \( f' \)
is continuous. In this note we prove that this restriction is unnecessary, so
that F. E. Browder's result is encompassed within the more general frame of

1. Preliminaries. Let \( (X, \tau) \) be a locally convex topological vector space
(l.c.s.) with dual \( X' \). We denote by \( \sigma \) the weak topology \( \sigma(X, X') \) on \( X \) and by
\( \sigma \), the sequential topology associated with \( \sigma \): a subset \( A \) of \( X \) is \( \sigma \)-closed if
and only if \( A \) contains the limit of any \( \sigma \)-convergent sequence of \( A \). It is easily
seen that \( \sigma \) and \( \sigma \), have the same convergent sequences which are called
weakly convergent sequences. The lower semicontinuity (l.s.c.) of a map \( f : \)
\( X \to \mathbb{R} \) with respect to \( \sigma \), amounts to its sequential weak lower semicontinuity.

The following definition is an extension to multivalued mappings of a

Definition 1. A multivalued mapping \( F : X \to X' \) is called pertinent if it
satisfies:

\[
\text{(P)} \quad \binom{\text{If } (x_n) \text{ is a sequence of } \text{dom } F \text{ weakly converging to } x \in \text{dom } F, \text{if } (x'_n) \text{ is a sequence of } X' \text{ with } x'_n \in F(x_n) \text{ for every } n, \text{ then } \lim \sup \langle x'_n, x_n - x \rangle \geq 0.}
\]

As observed by P. Hess, condition (P) is an extremely mild monotonicity
assumption. Multivalued monotone mappings, multivalued pseudo-monotone
mappings \([2], [6], [7]\), and demicontinuous bounded operators of type \((S_+)[5], [6]\) are examples of pertinent mappings. In particular, if \(X\) is finite dimensional, any continuous mapping from \(X\) to \(X'\) is pertinent. In [5] F. E. Browder has given analytical conditions on concrete operators of Euler-Lagrange type arising from multiple integral functionals which can be used to verify condition (P). A simple case is described in the last part of the present paper. The class of pertinent mappings is obviously stable under addition.

Let us say that a multivalued mapping \(F: X \to X'\) is \textit{sequentially bounded} on \(D \subseteq \text{dom } F\) if for each converging sequence \((x_n)\) of \(D\) with limit in \(D\), and each \(x'_n \in F(x_n)\), the sequence \((x'_n)\) is (strongly) bounded in \(X'\). It has been shown by P. M. Fitzpatrick, P. Hess and T. Kato [10], generalizing a result of F. E. Browder [3] and T. Rockafellar [18], that if \(X\) is a Fréchet space, if \(D\) is convex and algebraically open (i.e. for every \(x \in D, y \in X\) there exists \(\varepsilon > 0\) with \(x + ty \in D\) for every \(t \in [0, \varepsilon]\)), and if \(F\) is monotone, then \(F\) is sequentially bounded.

Let \(D\) be an arbitrary subset of \(X\). The \textit{radial tangent cone} \(T^*_aD\) to \(D\) at \(a \in \overline{D}\) is the set of \(v \in X\) such that 0 is an accumulation point of the set \(D_{a,v}\) of \(t \in \mathbb{R}_+\) such that \(a + tv \in D\). It is easily seen that if \(D\) is convex \(T^*_aD\) is the cone generated by \(D - a = \{x - a | x \in D\}\). We define a linear form \(x' \in X'\) to be a \(G\)-differential of \(f: D \to \mathbb{R}\) at \(a \in D\) if for every \(v \in T^*_aD\) we have
\[
\lim_{t \to 0^+} \frac{1}{t} \left[ f(a + tv) - f(a) \right] = \langle x', v \rangle.
\]
If \(T^*_aD\) is total in \(X\), in particular, if \(D\) is algebraically open, then the set \(f'(a)\) of \(G\)-differentials of \(f\) at \(a\) is at most one point. The map \(f\) is said to be \(G\)-differentiable on \(D\) if \(f'(a) \neq \emptyset\) for every \(a \in D\). Let us observe that if \(f\) is \(G\)-differentiable on \(D\), for every \(a \in D\) and every \(v \in T^*_aD\) the value \(f'(a) \cdot v\) is unambiguously defined by \(f'(a) \cdot v = \langle x', v \rangle\) with \(x' \in f'(a)\) arbitrary.

\section{Main result.}

\textbf{Theorem 1.} \textit{Let \((X, \tau)\) be a l.c.s., let \(D\) be a convex subset of \(X\) or a \(\alpha_\tau\)-open subset of \(X\). Let \(f: D \to \mathbb{R}\) be a \(G\)-differentiable function whose derivative \(f'\) is pertinent. If \(f'\) is sequentially bounded, or if \(f\) is l.s.c. for \(\tau\), then \(f\) is l.s.c. for \(\alpha_\tau\).}

\textbf{Proof.} Let us show that if \((x_n)\) is a sequence of \(D\) which weakly converges to \(x \in D\), then the inequality \(\lim \inf f(x_n) < f(x)\) is impossible. The assumptions on \(D\) allow us to suppose that for every \(n\) the intervals
\[
[x, x_n] = \{x + t(x_n - x) | t \in [0, 1]\}
\]
are contained in \(D\). Taking a subsequence if necessary, we may also suppose that \((f(x_n))\) converges to a limit \(r \in [-\infty, f(x) - c]\), with \(c > 0\), and that \(f(x_n) < f(x) - c\) for every \(n \in \mathbb{N}\). The following lemma is the first step of the proof.

\textbf{Lemma.} \textit{There exists \(\varepsilon > 0\) so that for every \(n \in \mathbb{N}\) the following inequality holds:}
(1) \( f(x + \varepsilon(x_n - x)) - f(x) \geq -c/2. \)

**Proof of the Lemma.** The result is obvious if \( f \) is \( \tau \)-sequentially l.s.c., for \( (x_n - x) \) is bounded; hence for any increasing sequence \((n_k)\) and any sequence \((t_k)\) of \( \mathbb{R}_+ \) converging to 0, the sequence \((t_k(x_n - x))\) converges to 0. Let us now suppose that \( f' \) is sequentially bounded. We claim that there exist \( d \in [0, 1]\) and \( M > 0 \) such that

(2) \( \langle f'(x + t(x_n - x)), x_n - x \rangle \geq -M \)

for every \( n \in \mathbb{N} \) and every \( t \in [0, d[. \) Let us suppose on the contrary that there exists a sequence \((t_k)\) of \([0, 1]\) converging to 0, and a sequence \((n_k)\) of \( \mathbb{N} \) with

\[ \langle f'(x + t_k(x_{n_k} - x)), x_{n_k} - x \rangle \leq -k. \]

As \( b_k = x_{n_k} - x \) defines a bounded sequence, and as \( a_k = x + t_k b_k \) converges to \( x \), we obtain a contradiction to the fact that \( f' \) is sequentially bounded. Hence our claim is justified.

We choose \( \varepsilon \in [0, d[ \) with \( \varepsilon M \leq c/2 \) and we apply the classical mean value theorem (J. Dieudonné [9, 8.5.3]) to the functions \( t \to f(x + t(x_n - x)) \) between 0 and \( \varepsilon \) to get

(1) \( f(x + \varepsilon(x_n - x)) - f(x) \geq -\varepsilon M \geq -c/2. \) \( \square \)

**Proof of the Theorem.** We now apply the mean value theorem to the same functions, but between \( \varepsilon \) and 1:

(3) \( f(x_n) - f(x + \varepsilon(x_n - x)) \geq (1 - \varepsilon) \inf_{t \in [\varepsilon, 1]} \langle f'(x + t(x_n - x)), x_n - x \rangle. \)

Let us show the existence of an \( m \in \mathbb{N} \) such that

(4) \( (1 - \varepsilon) \inf_{t \in [\varepsilon, 1]} \langle f'(x + t(x_n - x)), x_n - x \rangle \geq -c/2 \)

for every \( n \geq m \). If no such \( m \) exists we can find sequences \((n_k) \subset \mathbb{N} \) with \( \lim n_k = +\infty \), \((t_k) \subset ]\varepsilon, 1[\) such that

\[ (1 - \varepsilon)\langle f'(a_k), x_{n_k} - x \rangle < -c/2 \]

with \( a_k = x + t_k(x_{n_k} - x) \). Hence,

\[ \langle f'(a_k), a_k - x \rangle = t_k\langle f'(a_k), x_{n_k} - x \rangle < -c\varepsilon/2(1 - \varepsilon), \]

and we get a contradiction to (P) as \( (a_k) \) weakly converges to \( x \). Gathering (1), (3) and (4) we get \( f(x_n) - f(x) \geq -c \) for \( n \geq m \), a contradiction to what we assumed. \( \square \)

3. **An extension.** The above result still rules out continuous convex functions which are not differentiable. To cover such a fundamental case of lower semicontinuity, we remark that the use of the derivative of \( f \) was limited to the application of the mean value theorem. Various subdifferentials or paradifferentials of \( f \) may play this rôle. Let us state the needed hypothesis in
sufficiently general terms so that our formulation is not tied to a particular choice of such a notion of generalized differential.

**Definition 2.** A multivalued function \( F: D \to X' \) is a generalized mean for \( f: D \to \mathbb{R} \) if its values are nonvoid and if for every \( a, b \) in \( D \) the following inequality holds:

\[
(MV) \quad f(b) - f(a) \geq \inf \{ \langle y, b - a \rangle | y \in F(x), x \in [a, b] \}.
\]

It is shown in [17] that if one of the subdifferentials introduced in [15] and [16] is always nonvoid for \( x \in D \), then it is a generalized mean for \( f \). In fact one has then the stronger inequality

\[
(MV') \quad f(b) - f(a) \geq \inf \{ \sup \langle y, b - a \rangle | y \in F(x) \} | x \in [a, b] \}.
\]

Under infinitesimal convexity assumptions on \( f \) one can also use the subdifferentials \( \partial f \) and \( \partial f \) of [15], [16]. G. Lebourg shows in [13] that when \( f \) is locally lipschitz the generalized gradient introduced by F. Clarke [8] (see also L. Thibault [19]) is a generalized mean for \( f \). Another instance is described in R. Janin [12].

**Theorem 2.** Let \( X, D \) be as in Theorem 1. Suppose \( f: D \to \mathbb{R} \) has a pertinent generalized mean \( F \). If \( F \) is sequentially bounded or if \( f \) is l.s.c. for \( \tau \) then \( f \) is l.s.c. for \( \sigma \).

The proof is a simple adjustment of the proof of Theorem 1. We replace assertion (2) by the claim of the existence of \( d \in [0, 1] \) and \( M > 0 \) such that for every \( t \in [0, d] \), every \( n \in \mathbb{N} \) and every \( y \in F(x + t(x_n - x)) \), one has

\[
(2') \quad \langle y, x_n - x \rangle \geq -M.
\]

Analogously, we replace assertion (4) by the claim of the existence of an \( m \in \mathbb{N} \) such that for every \( n > m \), every \( t \in [\epsilon, 1] \) and every \( y \in F(x + t(x_n - x)) \), one has

\[
(4') \quad (1 - \epsilon)\langle y, x_n - x \rangle \geq -c/2. \quad \square
\]

**Remark.** If we suppose that \( F \) verifies \((MV')\) instead of \((MV)\) we may replace \((P)\) by the weaker condition:

\[
(P') \quad \text{For every sequence } (x_n) \text{ of } D \text{ which weakly converges to } x \in D, \text{ there exists a sequence } (x'_n) \text{ in } X' \text{ with } x'_n \in F(x_n) \text{ for every } n \text{ and } \lim \sup \langle x'_n, x_n - x \rangle \geq 0.
\]

**Corollary 1.** With the assumptions of Theorems 1 or 2 suppose that \( A \) is a subset of \( D \). If \( f|A \) is bounded below and if a minimizing sequence of \( f|A \) converges weakly to a point \( a \in A \), then \( f|A \) achieves its minimum at \( a \).

**Proof.** If \((a_n) \subset A\) converges weakly to \( a \in A \) and if \((f(a_n)) \to \inf f(A)\), we have \( f(a) \leq \lim \inf f(a_n) = \inf f(A) \); hence \( f(a) = \inf f(A) \). \quad \square

**Corollary 2.** Suppose \( X \) is a reflexive Banach space, \( A \) is a closed subset of
(X, σ) (i.e. a weakly sequentially closed subset of X) and f satisfies the assumptions of Theorems 1 or 2 with D ⊇ A, for instance D = X. If

\[(CO) \quad \liminf_{\|x\| \to \infty, x \in A} f(x) > \inf_{x \in A} f(x)\]

then f|A achieves its minimum value and any minimizing sequence has a weak limit point at which f assumes its minimum on A.

The coercivity condition (CO) is equivalent to the boundedness of all the minimizing sequences of f|A. It is obviously implied by the more usual coercivity condition \(\|u\| \to \infty; \|f(x)\| = +\infty\).

**Corollary 3.** Suppose X is a reflexive Banach space, C is a closed convex subset of X and A: C → X' is the G-derivative of a continuous function f: C → \(\mathbb{R}\). If A is pertinent and if for some \(x_0 \in C\) one has \(\langle A(x), x - x_0 \rangle / \|x\| \to +\infty\) as \(\|x\| \to +\infty\), \(x \in C\), then for every \(y \in X'\) there exists a solution z of the variational inequality

\[(VI) \quad \langle A(z), x - z \rangle > \langle y, x - z \rangle \quad \forall x \in C.\]

In particular, for \(C = X\) we obtain the surjectivity of A.

**Proof.** Let \(g: C \to \mathbb{R}\) be defined by \(g(x) = f(x) - \langle y, x \rangle\). As g is continuous, pertinent and coercive, Corollary 2 implies that g reaches its minimum on C, say at \(z \in C\). Then we have \(g'(z)v > 0\) for every \(v \in TCG\), which is exactly (VI) as \(g'(z) = A(z) - y\) and \(TCG = R_+(C - z)\).

**Remark.** An inspection of the proof of Theorem 1 shows that the results of Corollaries 1 and 2 hold if (P) is replaced by the following weaker assumption:

If \((x_n)\) is a minimizing sequence which converges weakly to x

\[(Q) \quad \text{and if } (\tau_n) \text{ is a sequence of } [0, 1], \text{ then } \limsup_{n} \langle f'(x + \tau_n(x_n - x)), x_n - x \rangle > 0.\]

This condition is verified if f is quasi-convex, continuous and G-differentiable.

Using Corollary 2, applications of the preceding results to nonlinear eigenvalue problems or to problems of the calculus of variations can be given along the lines of [5] and [11]. The next section deals with the lower semicontinuity question for a multiple integral functional; an existence result follows from coercivity properties on the integrand.

**4. An application.** Let \(T\) be the closure of a regular bounded open subset of \(\mathbb{R}^d\) (or, more generally, a compact manifold of dimension d) and let \(E\) be a finite dimensional vector space (or, more generally, a vector bundle over T with finite dimensional fibers). We denote by X the Sobolev space \(W^{1,p}(T, E)\) of \(p\)-integrable functions from T to E with distributional derivatives in \(L_p(T, E)\) with \(p \in [1, \infty)\). Let \(q \in [1, \infty)\) be arbitrary if \(p > d\) and strictly less than \(pd(d - p)^{-1}\) if \(p < d\). Then we have a compact embedding of \(W^{1,p}(T, E)\) into \(L_q(T, E)\). Let \(L: E \times E^d \times T \to \mathbb{R}\) be a
continuous map with continuous partial derivatives with respect to $E$ and $E^d$
satisfying the following conditions (a), (b), (c).

(a) 
\[ |D_1 L(e, v, t)| \leq a_1(t) + b_1|e|^{q/r} + b_1|v|^{p/r} \quad \text{for} \quad (e, v, t) \in E \times E^d \times T; \]
\[ |D_2 L(e, v, t)| \leq a_2(t) + b_2|e|^{q/r} + b_2|v|^{p/r} \quad \text{for} \quad (e, v, t) \in E \times E^d \times T \]
with $a_1 \in L_q(T, \mathbb{R})$, $a_2 \in L_r(T, \mathbb{R})$, $b_1 \in \mathbb{R}_+$, $b_2 \in \mathbb{R}_+$, $r^{-1} + p^{-1} = 1$, $s^{-1} + q^{-1} = 1$.

(b) For every $(e, t) \in E \times (T \setminus N)$ where $N \subset T$ has zero measure, the
function $v \mapsto L(e, u, t)$ is convex;

(c) There exists $\tilde{x} \in W^{1,p}(T, E)$ such that $t \mapsto L(\tilde{x}(t), D\tilde{x}(t), t)$ is
integrable. Then it is easily seen that for every $x \in W^{1,p}(T, E)$ the functional
\[ J(x) = \int_T L(x(t), Dx(t), t) \, dt \]
is well defined and is of class $C^1$ with derivative given by
\[ J'(x) \cdot y = \int_T \left[ D_1 L(x(t), Dx(t), t) \cdot (y(t) + D_2 L(x(t), Dx(t), t) \cdot Dy(t)) \right] \, dt. \]

**Theorem 3.** Under the preceding conditions on $L$ the functional $J$ is sequentially weakly lower semicontinuous on $X = W^{1,p}(T, E)$.

**Proof.** It suffices to show that $J'$ is pertinent. Let $(x_n)$ be a sequence of $W^{1,p}(T, E)$ weakly converging to $x \in W^{1,p}(T, E)$. Without loss of generality we may suppose that $(x_n)$ converges to $x$ in $L_q(T, E)$ as we have to prove that
\[ \lim \sup J'(x_n)(x_n - x) > 0. \]

We can write $J'(x_n)(x_n - x)$ as the sum of the five following integrals in which expressions like $D_1 L_i(x, Dx)$ stand for $D_1 L_i(x(t), Dx(t), t)$:

\[ I_1(x_n) = \int_T \left[ D_1 L_i(x_n(t), Dx_n) - D_1 L_i(x, Dx) \right] \cdot (x_n(t) - x(t)) \, dt, \]
\[ I_2(x_n) = \int_T D_1 L_i(x, Dx) \cdot (x_n(t) - x(t)) \, dt, \]
\[ I_3(x_n) = \int_T \left[ D_2 L_i(x_n(t), Dx_n) - D_2 L_i(x, Dx) \right] \cdot (Dx_n(t) - Dx(t)) \, dt, \]
\[ I_4(x_n) = \int_T \left[ D_2 L_i(x_n(t), Dx) - D_2 L_i(x, Dx) \right] \cdot (Dx_n(t) - Dx(t)) \, dt, \]
\[ I_5(x_n) = \int_T D_2 L_i(x, Dx) \cdot (Dx_n(t) - Dx(t)) \, dt. \]

Weak convergence of $(Dx_n)$ to $Dx$ in $L_p(T, E^d)$ implies that $I_2(x_n) \to 0$; similarly $(I_3(x_n)) \to 0$. As $(x_n)$ and $(Dx_n)$ are bounded sequences in $L_q(T, E)$ and $L_p(T, E^d)$, respectively, the estimate on $D_1 L$ in (a) and the convergence of $(x_n)$ to $x$ in $L_q(T, E)$ show that $(I_4(x_n)) \to 0$. Similarly, $(I_4(x_n)) \to 0$ as $|Dx_n - Dx|_p$ is bounded, and
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by general results on Nemytskii's operator satisfying estimate similar to the second one in (a). Condition (b) implies that $I_3(x_n)$ is nonnegative. The result follows. □

Higher order integrands can be handled similarly. Using covariant derivatives and Finsler structures the same result holds for vector bundle sections with the same proof. Let us observe that slightly more general results have been obtained by L. D. Berkovitz [1], C. Olech [14] and others by different methods which avoid differentiability of the integrand.
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