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ABSTRACT. If all solutions of a system of quadratic differential equations with at least one stationary solution are bounded, then the corresponding homogeneous equation possesses a line of stationary points.

The purpose of this note is to show that a conjecture of Kaplan and Yorke on the relationship between the behavior of solutions of a system of quadratic differential equations and of the associated homogeneous system is true.

Let us consider a system of nonlinear quadratic differential equations in $\mathbb{R}^n$ which possesses at least one stationary solution $x^*$. After a preliminary translation $x^* \mapsto 0$ the system can be written as

$$\dot{x} = Ax + f(x), \quad x \in \mathbb{R}^n,$$

where $A$ is a real $n \times n$-matrix, every component of $f$ either vanishes or is homogeneous of degree two in the coordinates of $x$, and there is at least one nonvanishing component. Besides (1) we consider the associated homogeneous equation

$$\dot{x} = f(x), \quad x \in \mathbb{R}^n.$$

Kaplan and Yorke [3] conjectured the following relationship between solutions of (1) and (2) which turns out to be true.

**THEOREM 1.** If all solutions of (1) are bounded, then the differential equation (2) possesses a line through the origin consisting of stationary points.

The proof of this theorem is based on a sequence of theorems of Markus [4], Dickson and Perko [1, 2] and Kaplan and Yorke [3]. In order to present some results of Markus let us first indicate several relationships between solutions of (2) and an algebra $\mathfrak{A}$ associated with (2). Let $f = (f_1, \ldots, f_\ell)^T$ with

$$f_k(x) = \sum_{i,j} x_i \gamma_{ijk} x_j, \quad k = 1, \ldots, n,$$

where we have distributed the parts of $x_i x_j$ and $x_j x_i$ equally, i.e.

$$\gamma_{ijk} = \gamma_{jik} \quad \text{for all } i, j, k = 1, \ldots, n.$$

In the vector space $\mathbb{R}^n$ spanned by the unit vectors $e_1, \ldots, e_n$ we introduce a multiplication by

$$e_i e_j := \sum_{k=1}^n \gamma_{ijk} e_k, \quad i, j = 1, \ldots, n,$$
and its bilinear extension onto $\mathbb{R}^n \times \mathbb{R}^n$. Thereby $\mathbb{R}^n$ gets an algebra $\mathfrak{g}$ which is commutative in view of (3) but, in general, not associative. In terms of the algebra multiplication the differential equation (2) can be written as

\begin{equation}
\dot{x} = x^2, \quad x \in \mathfrak{g}.
\end{equation}

An element $0 \neq e \in \mathfrak{g}$ is called an idempotent if $e^2 = e$. Furthermore an element $0 \neq n \in \mathfrak{g}$ is called a nilpotent element of index 2 if $n^2 = 0$. The following two basic results on the relationship between the algebra $\mathfrak{g}$ and the differential equation (2) have been proved by Markus [4].

**THEOREM 2.** The origin is an isolated critical point of (2) if and only if $\mathfrak{g}$ does not possess a nilpotent element of index 2.

In other words, the origin is not an isolated rest point if and only if $\mathfrak{g}$ possesses a nilpotent element. In this case the straight line joining the origin and this nilpotent element consists of stationary points, cf. Markus [4].

**THEOREM 3.** The differential equation (2) has a ray solution if and only if $\mathfrak{g}$ possesses an idempotent.

The following theorem is due to Markus [4] for odd $n$ and to Dickson and Perko [1, Theorem 1, §3], as well as Kaplan and Yorke [3] for arbitrary $n$. Dickson and Perko's formulation reads

**THEOREM 4.** A ray solution of (2) exists if the origin is an isolated rest point.

Furthermore we need the following fundamental result of Dickson and Perko [1, Theorem 2, §3].

**THEOREM 5.** If (2) has a ray solution, then the system (1) has an unbounded solution of finite escape time.

Now Theorem 1 follows by the negative versions of Theorems 5, 4 and 2 and the remark subsequent to Theorem 2.

Finally let us remark that the boundedness of solutions of (1) does not imply the boundedness of solutions of (2) as it was pointed out by Kaplan and Yorke [3], referring to examples of Dickson and Perko [2]. These examples are based on the fact that for $n = 2$ the differential equation (2) may have unbounded solutions even if it has no ray solution and, in addition, there exists a class of operators $A$ such that all solutions of (1) are bounded.
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