ON STABILITY OF UNITARY MATRIX SPACES
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ABSTRACT. Stability (in the sense of Krivine-Maurey) of a symmetric sequence $E$ is equivalent to stability of the associated unitary matrix space $C_E$.

In what follows $E$ will denote a symmetric sequence space, i.e., a Banach space of sequences such that the standard unit vectors $\{e_n\}_{n=1}^{\infty}$ (defined by $e_n(j) = \delta_{n,j}$) form a normalized, 1-symmetric basis of $E$. $C_E$ will denote the associated unitary matrix space, i.e., the Banach space of all compact operators $x$ on $l_2$ so that $s(x) \in E$, normed by $\|s(x)\|_{C_E} = \|s(x)\|_E$. Here $s(x) = (s_i(x))_{i=1}^{\infty}$ is the sequence of $s$-numbers of $x$, i.e., the eigenvalues of $(x^*x)^{1/2}$, arranged in a nonincreasing ordering, counting multiplicity.

In [1] we studied, among other topics, basic sequences in unitary matrix spaces. The main result concerning them is that every basic sequence in $C_E$ has a subsequence equivalent to a basic sequence in $l_2 \oplus E$ (see [1, Theorem 2.4 and Corollary 2.8]). This theorem and its variants proved to be a powerful tool in reducing the study of properties of $C_E$ which depend on the asymptotic behavior of sequences to that of the analogous properties of $E$.

In this paper we apply the methods from [1] to reduce the study of stability of $C_E$ to that of $E$.

DEFINITION [2]. A Banach space $X$ is said to be stable if, for every pair $\{x_n\}_{n=1}^{\infty}, \{y_n\}_{n=1}^{\infty}$ of bounded sequences in $X$ and for every pair of ultrafilters $\mathcal{U}, \mathcal{V}$ on the set $N$ of positive integers, one has

\[
\lim_{m, \mathcal{V}} \left( \lim_{n, \mathcal{U}} \|x_n + y_m\| \right) = \lim_{n, \mathcal{U}} \left( \lim_{m, \mathcal{V}} \|x_n + y_m\| \right).
\]

Our main result is the following:

THEOREM. Let $E$ be any symmetric sequence space. Then $E$ is stable if and only if $C_E$ is stable.

We remark that $E$ is isometric to a subspace of $C_E$ (consider the diagonal matrices in $C_E$), so stability of $C_E$ implies that of $E$. Thus we have to prove that stability of $E$ implies that of $C_E$.

First, recall the following:

PROPOSITION 1 [2]. A Banach space $X$ is stable if and only if for every pair $\{x_n\}_{n=1}^{\infty}, \{y_n\}_{n=1}^{\infty}$ of bounded sequences in $X$,

\[
\inf_{n > m} \|x_n + y_m\| \leq \sup_{n < m} \|x_n + y_m\|.
\]
PROPOSITION 2 [3, THEOREM 1]. Every stable Banach space is weakly sequentially complete.

Next, let $\{e_{i,j}\}_{i,j=1}^{\infty}$ denote the standard unit matrices (i.e., $e_{i,j}(k,l) = \delta_{i,k} \cdot \delta_{j,l}$), and let $S_n = \text{span}\{e_{i,j} : \max\{i,j\} = n\}$. The sequence $\{S_n\}_{n=1}^{\infty}$ is a monotone Schauder decomposition of $C_E$, called the shell decomposition.

COROLLARY 3. Let $E$ be a stable symmetric sequence space. Then $C_E$ does not contain a subspace isomorphic to $c_0$, and the shell decomposition of $C_E$ is boundedly complete.

PROOF. By Proposition 2, $E$ is weakly sequentially complete, and so $c_0 \notin E$. The rest follows from [1, Proposition 3.7]. $\square$

The main tool needed for the proof of the Theorem is the following lemma (here $l_2$ is identified with $l_2 \oplus l_2$ in a canonical way).

LEMMa 4. Assume that $c_0 \notin E$, and let $\{x_n\}_{n=1}^{\infty}$ and $\{y_n\}_{n=1}^{\infty}$ be bounded sequences in $C_E$. Then for every $\epsilon > 0$ there exist two sequences $\{x'_k\}_{k=2}^{\infty}$, $\{y'_k\}_{k=2}^{\infty}$ in $C_E$, two unitary operators $u$ and $v$, and an increasing sequence $\{n_k\}_{k=2}^{\infty}$ of positive integers so that

(i) for some $\{x_{i,j}\}_{i,j=1}^{2}$ and $\{z_{j}\}_{j=2}^{\infty}$ in $C_E$ we have, for all $k \geq 2$,

\[
ux'_k v = x_{1,1} \otimes e_{1,1} + x_{1,2} \otimes e_{1,2k-1} + x_{2,1} \otimes e_{2k-1,1} + x_{2,2} \otimes e_{2k-1,2k-1} + z_1 \otimes e_{2,k} + z_2 \otimes e_{3,2k};
\]

(ii) for some $\{y_{i,j}\}_{i,j=1}^{2}$ and $\{w_k\}_{k=2}^{\infty}$ in $C_E$ we have, for all $k \geq 2$,

\[
uy'_k v = y_{1,1} \otimes e_{1,1} + y_{1,2} \otimes e_{1,2k-1} + y_{2,1} \otimes e_{2k-1,1} + y_{2,2} \otimes e_{2k-1,2k-1} + w_k \otimes e_{2k,2k};
\]

(iii) for all $k \geq 2$,

\[
\|x_{n_k} - x'_k\| < \epsilon, \quad \|y_{n_k} - y'_k\| < \epsilon.
\]

Assuming Lemma 4, let us proceed with the proof of the Theorem:

Suppose that $E$ is stable but $C_E$ is not. By Proposition 1 there exist bounded sequences $\{x_n\}_{n=1}^{\infty}$ and $\{y_n\}_{n=1}^{\infty}$ in $C_E$ so that, for some $\theta > 0$,

\[
\inf_{n > m} \|x_n + y_m\| \geq \theta + \sup_{n < m} \|x_n + y_m\|.
\]

Notice that if $\{n_k\}_{k=1}^{\infty}$ is any increasing sequence of positive integers then

\[
\inf_{k > l} \|x_{n_k} + y_{n_l}\| \geq \theta + \sup_{k < l} \|x_{n_k} + y_{n_l}\|.
\]

Using Corollary 3 and Lemma 4 with $\epsilon = \theta/5$ we can assume by (7) that the sequences $\{x'_k\}_{k=2}^{\infty}$ and $\{y'_k\}_{k=2}^{\infty}$ given by (3) and (4) respectively satisfy

\[
\inf_{n > m \geq 2} \|x'_n + y'_m\| \geq \frac{\theta}{5} + \sup_{2 < n < m} \|x'_n + y'_n\|.
\]

Let

\[
\begin{align*}
a &= x'_2 - x'_2 \otimes e_{4,4} + y'_3 - w_3 \otimes e_{6,6} \\
&= x_{1,1} \otimes e_{1,1} + x_{1,2} \otimes e_{1,3} + x_{2,1} \otimes e_{3,1} + x_{2,2} \otimes e_{3,3} \\
&\quad + y_{1,1} \otimes e_{1,1} + y_{1,2} \otimes e_{1,5} + y_{2,1} \otimes e_{5,1} + y_{2,2} \otimes e_{5,5}
\end{align*}
\]
and define, for \( k \geq 2 \),
\[
    a_k = a + z_k \otimes e_{2k+4,2k+4}, \quad b_k = w_k \otimes e_{2k+3,2k+3}.
\]
Clearly, for all \( n \neq m \) we have \( \|x'_n + y'_m\| = \|a_n + b_m\| \). Let \( s(a_n) = (s_i(a_n))_{i=1}^{\infty} \) and \( s(b_m) = (s_i(b_m))_{i=1}^{\infty} \) be the sequences of \( s \)-numbers of \( a_n \) and \( b_m \) respectively, then since \( a_n \) and \( b_m \) are two-sided disjointly supported, i.e. they have orthogonal ranges and orthogonal cokernels, we obtain \( \|a_n + b_m\|_{E^*} = \|s(a_n) + s(b_m)\|_E \). So, the bounded sequences \( \{s(a_k)\}_{k=2}^{\infty} \) and \( \{s(b_k)\}_{k=2}^{\infty} \) in \( E \) satisfy
\[
    \inf_{n>m} \|s(a_n) + s(b_m)\|_E \geq \frac{\theta}{5} + \sup_{n<m} \|s(a_n) + s(b_m)\|_E
\]
which contradicts the fact that \( E \) is stable. \( \Box \)

**Proof of Lemma 4.** We present the proof in the case of one sequence (or, equivalently, \( x_n = y_n \) for all \( n \)). The general case follows from this special case by applying the same arguments for the two series simultaneously (see the remark after the formulation of Lemma 6).

Observe first, the following:

**Proposition 5.** Let \( X \) be a Banach space having a boundedly complete Schauder finite-dimensional decomposition \( \{X_m\}_{m=1}^{\infty} \), and let \( \{x_n\}_{n=1}^{\infty} \) be any bounded sequence in \( X \). Then for every \( \varepsilon > 0 \) there exist two increasing sequences \( \{m_k\}_{k=1}^{\infty} \) and \( \{n_k\}_{k=1}^{\infty} \) of positive integers, and elements \( x \in \text{span}\{X_m\}_{m=1}^{m_k} \) and \( z_k \in \text{span}\{X_m\}_{m=m_k+1}^{m_{k+1}} \), \( k = 1, 2, \ldots \), so that
\[
    \|x_{n_k} - (x + z_k)\| < \varepsilon
\]
for all \( k \geq 2 \).

The routine proof is omitted.

It follows that it is enough to consider in the proof of Lemma 4 bounded sequences \( \{x_n\}_{n=1}^{\infty} \) in \( E \) having the form \( x_n = x + z_n \), where for some increasing sequence \( \{m_n\}_{n=1}^{\infty} \) of positive integers the following hold:
\[
    \begin{aligned}
    (i) &\quad z(i, j) = 0 \quad \text{if } \max\{i, j\} > m_1; \\
    (ii) &\quad z_n(i, j) = 0 \quad \text{if } \max\{i, j\} > m_{n+1} \text{ or } \max\{i, j\} \leq m_n.
    \end{aligned}
\]

Next, since the case \( \liminf_{n \to \infty} \|z_n\| = 0 \) is trivial, we can assume that \( \|z_n\| = 1 \) without loss of generality, i.e., \( \{z_n\}_{n=1}^{\infty} \) is a normalized shell-block basic sequence. Let us now recall the following simplified versions of [1, Corollary 2.8] (see also [1, Theorem 2.4]).

**Lemma 6.** (a) Let \( \{z_n\}_{n=1}^{\infty} \) be a normalized shell-block basic sequence in \( E \), and assume that \( c_0 \notin \mathcal{E} \). Then for every \( \varepsilon > 0 \) there exist a subsequence \( \{z_{n_k}\}_{k=2}^{\infty} \) in \( E \) and two unitary operators \( u \) and \( v \) so that, for every \( k \geq 2 \),
\[
    uz_{n_k} = a \otimes e_{k,1} + b \otimes e_{1,k} + c_k \otimes e_{k,k}
\]
for some finite matrices \( a, b \) and \( \{c_k\}_{k=2}^{\infty} \), and so that
\[
    \|z_{n_k} - z_k'\| < \varepsilon, \quad k = 2, 3, \ldots .
\]
(b) Assume, moreover, that \( \{z_n\}_{n=1}^{\infty} \) are two-sided disjointly supported. Then for every \( m \in \mathbb{N} \) the \( \{z_k'\}_{k=2}^{\infty} \) and \( u, v \) can be constructed so that
\[
    uz_{k} = (a_{1,1} \otimes e_{1,1} + a_{1,2} \otimes e_{1,2} + a_{2,1} \otimes e_{2,1} + z_k' \otimes e_{2,2}) \otimes e_{k,k}
\]
and (11) hold for every \( k \geq 2 \), and so that \( a_{1,1}, a_{1,2} \) and \( a_{2,1} \) are \( m \times m \) matrices, and \( z_k' \) are finite (not necessarily \( m \times m \)) matrices.
We remark that, by the proof of Theorem 2.4 of [1], Lemma 6 applies to two sequences simultaneously (i.e., one pair of unitary operators \( u, v \) works for the two sequences). Also, it will be more convenient for us to identify the approximating elements \( \{ z_k' \} \) with the elements \( \{ uz_k'v \} \) which have the “nice” structure (10) or (12), and so we shall simply assume that the \( \{ z_k' \} \) are equal to the \( \{ uz_k'v \} \). This convention will simplify the notation a great deal.

By applying Lemma 6(a) to the sequence \( \{ x_n \}_{n=1}^\infty \) of (9), we get a subsequence \( \{ x_n \}_{n=N_1}^\infty \) of \( \{ x_n \}_{n=1}^\infty \), a positive integer \( m \geq m_1 \), \( m \times m \) matrices \( a_1, b_1, \) and \( c_1 \) and a sequence \( \{ z_k^{(1)} \}_{n=N_1}^\infty \) in \( C_E (\equiv C_E(l_2 \otimes l_2)) \) so that if

\[
\hat{w}^{(1)}_n = a_1 \otimes e_{1,1} + b_1 \otimes e_{1,n} + c_1 \otimes e_{n,1}, \quad n \in N_1,
\]

then

\[
\| x_n - (\hat{w}^{(1)}_n + z_k^{(1)} \otimes e_{n,n}) \| \leq \epsilon/4, \quad n \in N_1.
\]

Next, by applying Lemma 6(b) to the sequence \( \{ z_k^{(1)} \otimes e_{n,n} \}_{n=N_1}^\infty \), we get a subsequence \( \{ x_n \}_{n=N_2}^\infty \) of \( \{ x_n \}_{n=N_1}^\infty \), and sequences \( \{ w^{(2)}_n \}_{n=N_2}^\infty \) and \( \{ z_k^{(2)} \}_{n=N_2}^\infty \) in \( C_E (\equiv C_E(l_2 \otimes l_2 \otimes l_2)) \), so that

\[
w^{(2)}_n = (a_2 \otimes e_{1,1} + b_2 \otimes e_{1,2} + c_2 \otimes e_{2,1}) \otimes e_{n,n}, \quad n \in N_2,
\]

where \( a_2, b_2 \), and \( c_2 \) are \( m \times m \) matrices, and so that if we represent the \( \hat{w}^{(1)}_n \) as elements of \( C_E(l_2 \otimes l_2 \otimes l_2) \) by

\[
w^{(1)}_n = a_1 \otimes e_{1,1} \otimes e_{1,1} + b_1 \otimes e_{1,1} \otimes e_{1,n} + c_1 \otimes e_{1,n} \otimes e_{n,1}, \quad n \in N_2,
\]

then

\[
\| x_n - (w^{(1)}_n + w^{(2)}_n + z^{(2)}_n \otimes e_{2,2} \otimes e_{n,n}) \| \leq \epsilon(1/4 + 1/4^2)
\]

for all \( n \in N_2 \). Let \( n_2 \) be the first element in \( N_2 \), and continue the construction by applying Lemma 6(b) to the sequence \( \{ z^{(2)}_n \otimes e_{2,2} \otimes e_{n,n} \}_{n=N_2} \setminus \{ n_2 \} \).

By an obvious inductive process, using Lemma 6(b) in each step, we construct a decreasing sequence \( \{ N_k \}_{k=1}^\infty \) of infinite subsets of \( N \), so that if \( n_k \) is the first element of \( N_k \) then \( N_{k+1} \subseteq N_k \setminus \{ n_k \} \), \( k \geq 2 \), and sequences \( \{ w^{(k)}_n \}_{n=N_k} \), \( \{ z^{(k)}_n \}_{n=N_k} \) so that, for \( k \geq 2 \) and \( n \in N_k \),

\[
\| x_n - \left( \sum_{j=1}^k w^{(j)}_n + z^{(k)}_n \otimes e_{k,k} \otimes e_{n,n} \right) \| \leq \epsilon \cdot \sum_{j=1}^k 4^{-j}.
\]

Consider now the infinite sequence \( \{ u_k \}_{k=2}^\infty \) defined by

\[
u_k = a_k \otimes e_{k-1,k-1} + b_k \otimes e_{k-1,k} + c_k \otimes e_{k,k-1}.
\]

Clearly,

\[
\sup_{k \geq 2} \left\| \sum_{j=2}^k u_j \right\| = \sup_{k \geq 2} \left\| \sum_{j=2}^k w^{(j)}_{n_k} \right\| < \infty
\]

and

\[
\sup_{k \geq 2} \left\| \sum_{j=2}^k u_j \right\| = \sup_{k \geq 2} \left\| \sum_{j=2}^k w^{(j)}_{n_k} \right\| < \infty.
\]
Since the shell decomposition in $C_E$ is boundedly complete this easily implies that $\sum_{k=2}^{\infty} u_k$ converges in $C_E$. In particular, there exists a $k_0 \geq 2$ so that for all $k \geq k_0 + 1$

$$\left\| \sum_{j=k_0+1}^{k} w^{(j)}_{n_k} \right\| = \left\| \sum_{j=k_0+1}^{k} u_j \right\| \leq \epsilon/4.$$

For $k > k_0$ let

$$x'_k = \sum_{j=1}^{k_0} w^{(j)}_{n_k} + z^{(k)}_{n_k} \otimes e_{k,k} \otimes e_{n_k,n_k}.$$

Now, for $k > k_0$

$$\left\| x_{n_k} - x'_k \right\| \leq \left\| x_{n_k} - \left( \sum_{j=1}^{k} w^{(j)}_{n_k} + z^{(k)}_{n_k} \otimes e_{k,k} \otimes e_{n_k,n_k} \right) \right\| + \left\| \sum_{j=k_0+1}^{k} u^{(j)}_{n_k} \right\| \leq \epsilon \left( \sum_{j=1}^{k} 4^{-j} + 1/4 \right) < \epsilon.$$

Observing that $\sum_{j=1}^{k_0} w^{(j)}_{n_k}$ and $z^{(k)}_{n_k} \otimes e_{k,k} \otimes e_{n_k,n_k}$ are two-sided disjointly supported we get by reblocking and by passing to a new tensor product representation (of $C_E$ and $C_E(l_2 \otimes l_2)$):

$$x'_k = x_{1,1} \otimes e_{1,1} + x_{1,2} \otimes e_{1,2k-1} + x_{2,1} \otimes e_{2k-1,1}$$
$$+ x_{2,2} \otimes e_{2k-1,2k-1} + z_{k} \otimes e_{2k,2k}, \quad (k > k_0).$$

This clearly completes the proof of Lemma 4 in the case of one sequence. As we remarked during the proof, the case of two sequences follows from the case of one sequence since Lemma 6 holds for two sequences simultaneously. □
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