LEBESGUE CONSTANTS FOR JACOBI EXPANSIONS

DONALD I. CARTWRIGHT

Abstract. Sharp estimates are given for the Lebesgue constants \( \|s_n\|_p = \sup\{\|s_n f\|_p: f \in L^p, \|f\|_p \leq 1\} \) for \( f \) outside the Pollard interval \((p_0', p_0)\), where \( s_n f \) is the \( n \)th partial sum of the Jacobi expansion of a function \( f \) which is in the \( L^p \) space with respect to the weight \( w(x) = (1 - x)^\alpha (1 + x)^\beta \) on \([-1, 1]\).

1. Introduction and notation. For indices \( \alpha, \beta \geq -\frac{1}{2} \), let \( P_n^{(\alpha, \beta)}(x) \), \( n = 0, 1, \ldots \) be the Jacobi polynomials (see [9]) defined by the requirements that they are pairwise orthogonal relative to the weight \( w(x) = w_n^{(\alpha, \beta)}(x) = (1 - x)^\alpha (1 + x)^\beta \) on \([-1, 1]\), and satisfy \( P_n^{(\alpha, \beta)}(1) = \binom{n + \alpha}{n} \) and deg \( P_n^{(\alpha, \beta)} = n \). Let \( L^p \), \( 1 \leq p \leq \infty \), denote the \( L^p \) space with respect to the measure \( d\mu = w(x) \, dx \) on \([-1, 1]\), and let \( \|\cdot\|_p \) denote the norm on \( L^p \). The \( n \)th partial sum of the Jacobi expansion of a function \( f \in L^p \) is

\[
(s_n f)(x) = \sum_{k=0}^n c_k(f) p_k(x),
\]

where

\[
c_k(f) = \int_{-1}^1 f(y) p_k(y) w(y) \, dy
\]

and

\[
p_k(x) = (h_k^{(\alpha, \beta)})^{-1/2} P_k^{(\alpha, \beta)}(x)
\]

and where

\[
h_k^{(\alpha, \beta)} = \int_{-1}^1 |P_k^{(\alpha, \beta)}(x)|^2 w(x) \, dx.
\]

Pollard [7, 8] has shown that \( s_n f \to f \) in the norm of \( L^p \) provided that \( p_0' < p < p_0 \), where

\[
p_0 = 4(\gamma + 1)/(2\gamma + 1), \quad p_0' \text{ is the index dual to } p_0, \quad \text{and } \gamma = \max(\alpha, \beta).
\]

Furthermore, he showed that norm convergence does not hold for general \( f \in L^p \) if \( p \in (p_0', p_0) \) (see [6] for the cases \( p = p_0, p_0' \)). Of course the case \( p_0 = \infty \), i.e. \( \alpha = \beta = -\frac{1}{2} \), for which the Jacobi expansion of \( f \) is just the cosine expansion of \( f(\cos \theta) \), had been well known.

In this paper we study the Lebesgue constants

\[
\|s_n\|_p = \sup\{\|s_n f\|_p: f \in L^p \text{ and } \|f\|_p \leq 1\}
\]

for \( p \) outside the Pollard interval \((p_0', p_0)\). Since \( \|s_n\|_{p'} = \|s_n\|_p \), we may assume that \( p_0 \leq p \leq \infty \).

Theorem. Let \( \alpha, \beta \geq -\frac{1}{2}, \quad \gamma = \max(\alpha, \beta), \quad p_0 = 4(\gamma + 1)/(2\gamma + 1) \) and \( \delta = (2\gamma + 1)/2 - 2(\gamma + 1)/p \). Then there are numbers \( A, B > 0 \), independent of \( n \), such that

\[
A n^\delta \leq \|s_n\|_p \leq B n^\delta \quad \text{for } p_0 \leq p \leq \infty,
\]

Received by the editors April 20, 1982.
1980 Mathematics Subject Classification. Primary 42C10.
Key words and phrases. Jacobi polynomials, Lebesgue constants, compact symmetric spaces of rank one.
1 Research partially supported by the C.N.R.

©1983 American Mathematical Society
0002-9939/82/0000-0573/02.25
427

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
and, when \( n \geq 2 \),

\[
A \log(n) \leq \| s_n \|_p \leq B \log(n) \quad \text{for } p = p_0.
\]

For \( p = \infty \) this result is known (see Light [5]). Furthermore, the left-hand inequality in (1) is a special case of a result of Dreseler and Soardi [3]. The left-hand inequality of (2) improves an estimate in [3].

After proving the theorem in the next section, we give an application of the result to harmonic analysis on compact symmetric spaces of rank one, in particular to Fourier analysis on \( SU(2) \).

Throughout the paper, the letter \( C \) denotes a positive constant which may be different from line to line.

2. Proof of the theorem.

**Lemma.** For real numbers \( a, b, c \) such that \( ac > -1, bc > -1 \) and \( c > 1 \), and for \( 0 \leq x < 1 \), we have

\[
\int_{-1}^{1} \left( \frac{(1-y)}{(1-x)} \right)^c \left( \frac{(1+y)}{(1+x)} \right)^c - 1 \text{ d}y
\]

\[\leq \begin{cases} 
C/(1-x)^{\max(ac,c-1)} & \text{if } ac \neq c-1, \\
C|\log(1-x)|/(1-x)^{ac} & \text{if } ac = c-1.
\end{cases}
\]

When \(-1 < x \leq 0\), we obtain an estimate for the integral by replacing \( x \) by \(-x\) and \( a \) by \( b \) in the expression on the right.

**Proof.** 

We assume that \( x \neq 0 \), and (cf. [8]) consider the integral over four subintervals:

\[
\left(-1, -\left(\frac{1-x}{2}\right)\right), \left(-\left(\frac{1-x}{2}\right), x\right), \left(x, \frac{1+x}{2}\right) \text{ and } \left(\frac{1+x}{2}, x\right).
\]

In the first of these subintervals, \( I_1 \) say, \( x - y \geq \frac{1}{2} \) holds, and so the integral over \( I_1 \) is \( \leq C(1-x)^{-ac} f_{I_1} (1+y)^{bc} \text{ d}y + C \leq C(1-x)^{-ac} \) as \( bc > -1 \).

For \( y \) in the second interval, \( I_2 \), we write

\[
\left| \left( \frac{1-y}{1-x} \right)^c \left( \frac{1+y}{1+x} \right)^c - 1 \right| \leq C \left( \frac{1+y}{1+x} \right)^{bc} \left| \left( \frac{1-y}{1-x} \right)^c - 1 \right| + C \left( \frac{1+y}{1+x} \right)^b - 1 \right|^c.
\]

Now

\[
\left| \left( \frac{(1+y)}{(1+x)} \right)^c - 1 \right| \leq \left| \left( \frac{(1+y)}{(1+x)} \right)^b - 1 \right| \left( \frac{1}{(1+x)^c} \right)
\]

is bounded independently of \( x \in [0, 1] \) and \( y \in I_2 \), since \( \frac{1}{2} < (1+y)/(1+x) < 1 \) for \( y \in I_2 \) and since \( |z|^b - 1 \leq C |z-1| z^{-\min(b,0)} \) for \( 0 < z < 1 \). On the other hand,

\[
\left| \left( \frac{(1-y)}{(1-x)} \right)^c - 1 \right| \leq \left| \left( \frac{(1-y)}{(1-x)} \right)^a - 1 \right| \left( \frac{1}{(1-x)^c} \right)
\]
is bounded by \( C(1 - y)^{ac - c}(1 - x)^{-ac} \) if \( a > 0 \) and by \( C(1 - y)^{-c} \) if \( a \leq 0 \), since \( (1 - y)/(1 - x) > 1 \) on \( I_2 \) and since \( |z^a - 1| \leq C |z - 1| z^{\max(a,0) - 1} \) for \( z > 1 \). The desired estimate follows.

An estimate \( f_{I_3} \leq C(1 - x)^{(c-1)} \) is obtained using the same technique used for estimating \( f_{I_2} \), together with the inequalities \( 1 < (1 + y)/(1 + x) \leq 2 \) and \( \frac{1}{2} < (1 - y)/(1 - x) < 1 \) valid on \( I_3 = (x,(1 + x)/2) \). The estimate \( f_{I_4} \leq C(1 - x)^{(c-1)} \) is easy to obtain, since \( y - x > (1 - x)/2 \) for \( y \in I_4 = (1 + x)/2, 1 \), and since \( ac > -1 \).

We now turn to the proof of our theorem.

Let \( p_0 < p < \infty \), let \( n > 1 \), and let \( f \in L_p^w \) with \( \|f\|_p \leq 1 \). Our point of departure is the following formula for \((s_n f)(x)\) obtained by Pollard (formula (2.2) of [7]):

\[
(s_n f)(x) = \gamma_n p_{n+1}(x) \int_{-1}^{1} \frac{f(y)q_n(y)w(y)}{x - y} \, dy - \gamma_n q_n(x) \int_{-1}^{1} \frac{f(y)p_{n+1}(y)w(y)}{x - y} \, dy
\]

\[
+ \gamma_n' p_{n+1}(x) \int_{-1}^{1} f(y) p_{n+1}(y)w(y) \, dy.
\]

Here \( p_n(x) \) is as in §1, and \( q_n(x) = (1 - x^2)(h_n^{(a+1, \beta+1)})^{-1/2} p_n^{(a+1, \beta+1)}(x), \) while \( \gamma_n \) and \( \gamma_n' \), which are independent of \( x \) and \( p \), satisfy \( \gamma_n \to \frac{1}{2} \) and \( \gamma_n' \to -\frac{1}{2} \). Let us write \( \gamma_n F_n(x), -\gamma_n G_n(x) \) and \( \gamma_n'H_n(x) \) for the three terms of (3). The last of these is easy to dispose of. Indeed,

\[
\|\gamma_n'H_n\|_p \leq C \|H_n\|_p \leq C \|p_{n+1}\|_p \|p_{n+1}\|_p \|f\|_p.
\]

But it is well known, and an easy consequence of \( h_n^{(a, \beta)} \sim n^{-1} \) and Theorem 7.32.2 of Szegö [9], that

\[
\|p_n\|_p \leq \begin{cases} C & \text{if } p < p_0, \\ C(\log n)^{1/p_0} & \text{if } p = p_0, \\ Cn^\delta & \text{if } p > p_0, \text{ where } \delta = \frac{2\gamma + 1}{2} - \frac{2(\gamma + 1)}{p}. \end{cases}
\]

(These estimates are in fact sharp (see [9, p. 391, Exercise 91]).) Thus \( \|\gamma_n'H_n\|_p \leq Cn^\delta \) if \( p > p_0 \) and \( \|\gamma_n'H_n\|_p \leq C(\log n)^{1/p_0} \) if \( p = p_0 \).

To estimate the first term of (3), we proceed initially as in [7]. We can write, using Theorem 7.32.2 of [9] again,

\[
p_{n+1}(x) = \frac{A_{n+1}(x)}{w(x)^{1/2}(1 - x^2)^{1/4}} \quad \text{and} \quad q_n(y) = \frac{B_n(y)(1 - y^2)^{1/4}}{w(y)^{1/2}}
\]

where \( |A_{n+1}(x)| \leq C \) and \( |B_n(y)| \leq C \). Thus

\[
F_n(x) = \frac{A_{n+1}(x)}{w(x)^{1/2}} \int_{-1}^{1} \frac{w(y)^{1/p} B_n(y) f(y) K(x, y) \, dy}{x - y}
\]

\[
+ \frac{A_{n+1}(x)}{w(x)^{1/2}} \int_{-1}^{1} \frac{w(y)^{1/p} B_n(y) f(y) \, dy}{x - y}.
\]
where
\[ K(x, y) = \frac{((1 - y^2)/(1 - x^2))^{1/4}(w(y)/w(x))^{1/2 - 1/p}}{x - y}. \]

It follows that
\[ |F_n(x)| \leq C \frac{|A_{n+1}(x)|}{w(x)^{1/p}} \int_{-1}^{1} w(y)^{1/p} |f(y)||K(x, y)| \, dy + E_n(x), \]
where \( \|E_n\|_p \leq C \). Applying the lemma with \( a = \frac{1}{4} + \alpha(\frac{1}{4} - \frac{1}{p}) \), \( b = \frac{1}{4} + \beta(\frac{1}{4} - \frac{1}{p}) \) and \( c = p' \) (noting that \( a, b \geq 1/2p > 0 \) so that \( ac, bc > -1 \)), we see that the integral in (6) is, for \( x > 0 \), at most
\[
\left( \int_{-1}^{1} |K(x, y)|^{p'} \, dy \right)^{1/p'} \leq \begin{cases} 
C \left( \frac{(1 - x)^{\max(a, 1/p)}}{1 - x} \right) & \text{if } a \neq \frac{1}{p}, \\
C \left( \frac{\log(1 - x)^{1/p'}}{(1 - x)^{1/p}} \right) & \text{if } a = \frac{1}{p}.
\end{cases}
\]

Using \( |A_{n+1}(x)| \leq C \) for \( x \in [0, 1 - n^{-2}] \) and
\[
|A_{n+1}(x)| = |p_{n+1}(x)|w(x)^{1/2}(1 - x^2)^{1/4} \leq Cn^{\alpha + 1/2}(1 - x)^{(2\alpha + 1)/4}
\]
for \( x \in [1 - n^{-2}, 1] \), we therefore have (for \( a \neq \frac{1}{p} \)),
\[
\int_{0}^{1} |F_n(x)|^p w(x) \, dx \leq C \int_{0}^{1 - n^{-2}} \frac{dx}{(1 - x)^{\max(a + 1/2, 1/p)}} + Cn^{(\alpha + 1/2)p} \int_{1 - n^{-2}}^{1} (1 - x)^{(2\alpha + 1)/4} \, dx + C
\]
\[
\leq C \max\{ \log n, n^{(\alpha + 1/2)p - 2(\alpha + 1)} \}
\]
\[
\leq C \max\{ \log n, n^{p\delta} \}.
\]
If \( a = \frac{1}{p} \), i.e. \( p = 4(\alpha + 1)/(2\alpha + 1) \), however, we have
\[
\int_{0}^{1} |F_n(x)|^p w(x) \, dx \leq C \int_{0}^{1 - n^{-2}} \frac{\log(1 - x)^{p/p'}}{1 - x} \, dx + Cn^{(\alpha + 1/2)p} \int_{1 - n^{-2}}^{1} (1 - x)^{\alpha} \log(1 - x)^{p/p'} \, dx + C.
\]
The first of these terms on the right is \( \leq C(\log n)^p \) since \( |\log(1 - x)| \leq 2\log n \) for \( x \in [0, 1 - n^{-2}] \). With only slightly more effort we see that the second term is \( \leq C(\log n)^p/p^{p'(\alpha + 1/2)p - 2(\alpha + 1)} = C(\log n)^{p - 1} \). The integral \( \int_{0}^{1} |F_n(x)|^p \, dx \) is estimated in the same way, so we obtain that the norm of the first term \( \gamma_n F_n \) of (3) is \( \leq Cn^\delta \) for \( p > p_0 \), and \( \leq C(\log n) \) for \( p = p_0 \).

The second term \( -\gamma_n G_n \) of (3) is treated in the same way as the first term. The lemma is applied again with \( c = p' \), \( a = -\frac{1}{4} + \alpha(\frac{1}{4} - \frac{1}{p}) \) and \( b = -\frac{1}{4} + \beta(\frac{1}{4} - \frac{1}{p}) \), so that \( ac, bc > -\frac{1}{2} > -1 \). We find that
\[
\|G_n\|_p \leq \begin{cases} 
C \max\{ (\log n)^{1/p}, n^{\delta - 1} \} & \text{if } a, b \neq \frac{1}{p}, \\
C \log n & \text{if } a \text{ or } b = \frac{1}{p}.
\end{cases}
\]
The right-hand inequalities in (1) and (2) are thus proved. For the left-hand inequality in (1), we refer to [3]. Let us now consider the case $p = p_0$. In this case $\|G_n\|_p \leq C (\log n)^{1/p}$, since $-\frac{1}{4} + \alpha (\frac{1}{2} - \frac{1}{p})$ and $-\frac{1}{4} + \beta (\frac{1}{2} - \frac{1}{p})$ are $\leq -\frac{1}{4} + \gamma (\frac{1}{2} - \frac{1}{p}) = \frac{1}{p} - \frac{1}{p} < \frac{1}{p}$.

Let us now suppose that $\beta < \alpha$ and let us estimate $\|s_n f\|_p \geq \int_0^1 |(s_n f)(x)|^p \, dx$ from below. (If $\beta > \alpha$, we estimate $\int_0^1 |(s_n f)(x)|^p \, dx$ instead.) If we examine the proof of the lemma and of the estimate $\int_0^1 |F_n(x)|^p \, dx \leq C (\log n)^p$, we see from (5) that

$$(s_n f)(x) = \gamma_n A_{n+1}(x) \int_0^x w(y)^{1/p} B_n(y) f(y) \left( \frac{1 + y}{1 + x} \right)^b$$

$$\cdot \left( \frac{(1 - y)/(1 - x))^{a - 1}}{x - y} \right) dy + \tilde{E}_n(x),$$

where $\int_0^1 |\tilde{E}_n(x)|^p \, dx \leq C \log n$, $\alpha = \frac{1}{4} + \alpha (\frac{1}{2} - \frac{1}{p}) = \frac{1}{p}$, and $\beta = \frac{1}{4} + \beta (\frac{1}{2} - \frac{1}{p})$.

Now for $0 < y < x$ we have

$$\frac{((1 - y)/(1 - x))^{1/p} - 1}{x - y} = \frac{((1 - y)/(1 - x))^{1/p} - 1}{(1 - y)/(1 - x) - 1} \frac{1}{1 - x}$$

$$\geq \frac{1}{p} \left( \frac{1 - y}{1 - x} \right)^{1/p - 1} \frac{1}{1 - x}.$$

If we take $n$ large enough that $\gamma_n \geq \frac{1}{4}$ and set

$$f(y) = \sign(B_n(y)) \{2 \log(n)(1 - y)w(y)\}^{-1/p}$$

for $0 \leq y \leq 1 - n^{-2}$ and $f(y) = 0$ otherwise, we see that $\|f\|_p = 1$ and that, for $0 \leq x \leq 1 - n^{-2}$,

$$|(s_n f)(x)| \geq C \frac{|A_{n+1}(x)|}{\{\log(n)w(x)(1 - x)\}^{1/p}} \int_0^x |B_n(y)| \frac{1}{1 - y} dy - |\tilde{E}_n(x)|$$

$$\geq C(1 - x)^{\alpha/p} \frac{|P_{n+1}(x)|}{\{\log(n)w(x)\}^{1/p}} \int_0^x (1 - y)^{(\alpha+1)/2 - 3/4} |r_n(y)| \frac{1}{1 - y} dy - |\tilde{E}_n(x)|,$$

where $r_n(y) = (h_n^{(\alpha+1,\beta+1)})^{-1/2} p_n^{(\alpha+1,\beta+1)}(y)$. It is a fairly routine application of the asymptotic formula 8.21.18 of [9] to see that

$$\int_0^x (1 - y)^{(\alpha+1)/2 - 3/4} |r_n(y)| \, dy \geq C |\log(1 - x)|$$

for $x_0 < x \leq 1 - dn^{-2}$ and $n \geq n_0$, where $n_0, x_0, d$ and $C$ are suitable positive constants, with $x_0 < 1$. Another application of the asymptotic formula shows from
(7) that
\[
\int_{x_0}^{1 - \frac{1}{n}} |(s_n f)(x)|^p \, dx 
\geq \frac{C}{\log n} \int_{x_0}^{1 - \frac{1}{n}} |p_{n+1}(x)|^p (1 - x)^\alpha |\log(1 - x)|^p \, dx - C \log n 
\geq C(\log n)^p.
\]

This completes the proof of the theorem.

3. Application to compact symmetric spaces of rank one. We mention briefly an application of our theorem to harmonic analysis on compact symmetric spaces $M$ of rank one. It is well known (see, e.g., [1]) that for some $\alpha \geq \beta \geq -\frac{1}{2}$ there is, for each $1 \leq p \leq \infty$, an isometry between $L^p(M, \mu)$ and $L_w^p$, where $w = w^{(\alpha, \beta)}$. Here $\mu$ is the normalized measure on $M$ which is invariant with respect to the group of isometries of $M$, and $L^p(M, \mu)$ denotes the subspace of $L^p(M, \mu)$ consisting of functions $f$ which are zonal with respect to a fixed point $\xi_0 \in M$ (i.e. for which $f(\xi)$ depends only on the geodesic distance from $\xi$ to $\xi_0$). The Jacobi expansion of a function $f$ in $L^p_w$ corresponds to the zonal harmonic expansion $\sum_{n=0}^{\infty} f \ast Z^n$ of the corresponding zonal function $f$. The proof of Theorem B of [2] carries over to the $L^p$ case, where $p_0 < p < \infty$, with only slight modifications and yields the following result, in which $E^{(s)}$ and $\omega_2(t, f^{(s)})$ are the $L^p$ versions of, respectively, the space of $s$-times differentiable functions (E - $L^p(M, \mu)$) and the modulus of continuity defined in [2].

**Corollary.** Let $M$ be a compact symmetric space of rank one and dimension $d \geq 2$. Let $\alpha = (d - 2)/2$ and $\infty > p > p_0 = 4(\alpha + 1)/(2\alpha + 1)$ and $\delta = (2\alpha + 1)/2 - 2(\alpha + 1)/p$.

(a) If $f \in E^{(s)}$ is zonal and $\omega_2(t, f^{(s)}) = o(t^{\delta - s})$ as $t \to 0$ for some integer $s \geq 0$, then $\sum_{n=0}^{\infty} f \ast Z^n \to f$ in the norm of $L^p_w(M, \mu)$.

(b) On the other hand, there exists a zonal function $f \in E^{(s)}$, where $s$ is the largest integer $< \delta$, such that $\omega_2(t, f^{(s)}) = O(t^{\delta - s})$ as $t \to 0$ but such that $\sum_{n=0}^{\infty} f \ast Z^n$ does not converge to $f$ in the norm of $L^p_w(M, \mu)$.

The case $M = SU(2) \cong S^3$, the 3-sphere, is of particular interest. Here $\alpha = \beta = \frac{1}{2}$, so that $p_0 = 3$ and $\delta = 1 - \frac{3}{p}$. A function $f$ on $SU(2)$ which is zonal with respect to the identity is just a central function, and its zonal harmonic expansion is its Fourier expansion. The estimates (1) and (2) are thus estimates for the Lebesgue constants

$$
\sup \left\{ \left\| \left( \sum_{k=0}^{n} (k + 1) \chi_k \right) \ast f \right\|_p : f \in L^p(SU(2)), f \text{ central}, \| f \|_p \leq 1 \right\},
$$

where $\chi_k$ is the character of the irreducible representation of $SU(2)$ of degree $k + 1$. Our estimates here for the Lebesgue constants of $SU(2)$ sharpen those obtained by Giulini, Soardi and Travaglini [4] for general compact connected Lie groups.
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