NEW PROOFS FOR THE MAXIMAL ERGODIC THEOREM
AND THE HARDY-LITTLEWOOD MAXIMAL THEOREM
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ABSTRACT. A new proof of the maximal ergodic theorem is presented. The same idea
used in this proof is then used to show that the Hardy-Littlewood maximal function
is weak type (1, 1).

1. In a probability space \((X, \Sigma, m)\), let \(T: X \to X\) be a measurable \((A \in \Sigma \Rightarrow \)
\(T^{-1}A \in \Sigma)\) measure preserving \((m(A) = m(T^{-1}A))\) ergodic \((TA = A \Rightarrow A = \emptyset \text{ or}
A = X)\) transformation.

THE MAXIMAL ERGODIC THEOREM. [1]. Let \(f \in L^1(X)\) and define \(f^*(x) = \sup_n \frac{1}{n} \int f(T^n x) dm(x)\). Then \(\int f^* dm(x) = 0\).

PROOF. By standard arguments it is enough to prove the result for \(f \in L^\infty(X)\). Define

\[
U_n = \left\{ x \mid \sum_{k=0}^{n-1} f(T^k x) \geq 0 \right\}
\]

and let \(E = \bigcup_{n=1}^{N} U_n\). We will show that \(\int_E f(x) dm(x) = 0\). The general result
follows by letting \(N \to \infty\) in the definition of \(E\).

Using the fact that \(T\) is measure preserving we have

\[
\int_E f(x) dm(x) = \int f(x) 1_{U_n}(x) dm(x)
\]

\[
= \frac{1}{L+1} \sum_{k=0}^{L} \int f(T^k x) 1_{U_n}(T^k x) dm(x)
\]

\[
= \int \frac{1}{L+1} \sum_{k=0}^{L} f(T^k x) 1_{U_n}(T^k x) dm(x),
\]

where \(L > N\) is arbitrary. (Think of \(L\) as very much larger than \(N\).)

We will now show that for every \(x\),

\[
\frac{1}{L+1} \sum_{k=0}^{L} f(T^k x) 1_{U_n}(T^k x) \geq \frac{(N-1)\|f\|_{\infty}}{L+1}.
\]
Since $L$ is arbitrary, it follows that (2) is nonnegative, concluding the proof.

To obtain (3) we first establish the existence of a function $\tau(x) \leq N$ such that

$$
\sum_{k=0}^{\tau(x)-1} f(T^k x) \chi_x(T^k x) \geq 0.
$$

First note that

$$
f(x) \chi_x(x) \geq f(x).
$$

If $x \in E$ then (5) is obvious. If $x \not\in E$ then $x \not\in U_1$, which implies $f(x) < 0$, which implies (5) in this case also.

If $x \in E$ then $x \in U_n$ for some $n \leq N$. Using the definition of $U_n$ and (5) we see that we can take $\tau(x) = n$. If $x \not\in E$ then $\tau(x) = 1$ satisfies (4).

Now (3) follows. Sum the terms of

$$
\sum_{k=0}^{n} f(T^k x) \chi_x(T^k x)
$$

from the bottom index 0 to the index $\tau(x) - 1$. This is nonnegative by (4). Next sum the terms from the $\tau(x)$ to the index $\tau(T^\tau(x)) - 1$. By (4) this sum is also nonnegative. Repeat this process until the end of the most recently considered partial sum has its top index greater than $L - N$.

The sum of the remaining (highest indexed) terms can be estimated by looking at the worst case. This sum has at most $N - 1$ terms, each at least $-\|f\|_{\infty}$, so that their sum, and hence the entire sum, exceeds $-(N - 1)\|f\|_{\infty}$. Dividing this estimate for (6) by $L + 1$ yields (3) and hence equation (1).

**THE BIRKHOFF ERGODIC THEOREM.** For $f \in L^1(X)$ and $a.e. x$,

$$
\lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} f(T^k x) = \int f(x) \, dm(x).
$$

**PROOF.** It is enough to prove the result for nonnegative $f \in L^\infty(X)$. The following use of the invariant sets $U$ and $V$ is due to Shields [2]. Define

$$
U = \left\{ x \mid \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} f(T^k x) > a \right\}
$$

and

$$
V = \left\{ x \mid \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} f(T^k x) < b \right\}.
$$

Assume $\int f(x) \, dm(x) = 1$, that $a > 1$ and $b < 1$. If (7) fails then there must exist $(a, b)$ such that either $m(U) > 0$ or $m(V) > 0$. Since both $U$ and $V$ are invariant this means either $m(U) = 1$ or $m(V) = 1$.

If $m(U) = 1$ then define $g = f - a$. Let $U_n = \{ x \mid \sum_{k=0}^{n-1} g(T^k x) > 0 \}$. Then $U \subseteq \bigcup_{n=1}^{\infty} U_n$. Take $N$ so large that $m(\bigcup_{n=1}^{N} U_n) > 1/a$, and let $E = \bigcup_{n=1}^{N} U_n$. By the maximal lemma, $\int_E g \geq 0$ which implies $\int_E f \geq am(E) > a(1/a) = 1 = \|f\|$, a contradiction.
If \( m(V) = 1 \) then the above argument can be repeated on the function \( g = b - f \). At the end we arrive at \( bm(E) \geq \int f \), where for any \( \varepsilon \) and \( \delta \) we can have \( m(E) > 1 - \varepsilon \) and \( \int_E f > 1 - \delta \). Consequently we have \( b(1 - \varepsilon) > 1 - \delta \) which is impossible since \( \varepsilon \) and \( \delta \) can be as small as desired.

2. The methods used in §1 can be used to study the Hardy-Littlewood maximal function. We begin with a simple discrete version.

**Lemma.** Let \( \{a_n\}_{n=1}^{N-1} \) be a sequence of nonnegative real numbers. Define \( a^*_n = \sup_k (1/k)\sum_{j=0}^{k-1} a_{n+j} \), then

\[
\# \{ n \mid a^*_n \geq \lambda \} \leq \frac{1}{\lambda} \sum_{n=1}^{N-1} a_n.
\]

**Proof.** Let \( b_n = a_n - \lambda \), and let \( E = \{a^*_n \geq \lambda\} = \{b^*_n \geq 0\} \). As before note that \( b_n 1_E(n) \geq b_n \). We now show that a function \( \tau(n) \) exists as before. If \( n \in E \) then there exists \( k \) such that \( \sum_{j=0}^{k-1} b_{n+j} \geq 0 \), which implies \( \sum_{j=0}^{k-1} b_{n+j} 1_E(n + j) \geq 0 \), so we can set \( \tau(n) = k \). If \( n \notin E \) set \( \tau(n) = 1 \). The conclusion is that for every \( n \)

\[
\sum_{k=0}^{\tau(n)-1} b_{n+k} 1_E(n + k) \geq 0.
\]

Let \( n = 1 \) and apply (9). Let \( n = \tau(1) + 1 \) and reapply (9). Continue until \( N - 1 \) is reached. Thus \( \sum_{n=1}^{N-1} b_n 1_E(n) \geq \lambda \# \{ n \mid n \in E \} \).

The lemma follows since \( \{a_n\} \) is nonnegative.

**Theorem [3].** For each \( f \in L^1[0,1] \) define \( f^*(x) = \sup_{h} (1/h)\int_{x}^{x+h} |f(t)| \, dt \). Then

\[
m\{f^* > \lambda\} \leq \frac{1}{\lambda} \int |f(t)| \, dt.
\]

**Proof.** The idea is to reduce the problem to considering a finite number of points, and then apply the above lemma. (The theorem could be proved directly, just as in the proof of the lemma, if one is willing to use the axiom of choice.) Assume \( f \geq 0 \). Define \( f_n(x, k) = N\int_{x+(k-1)/N}^{x+k/N} f(t) \, dt \) for \( x \in (0, 1/N) \) and \( 0 < k < N \). Then

\[
f_n^*(x, k) = \sup_n \frac{1}{n} \sum_{j=0}^{n-1} f_n(x, k + j) = \sup_n \frac{N}{n} \int_{x+(k-1)/N}^{x+k/N} f(t) \, dt.
\]

Define \( f_n^*(x) = \sup_n (1/(n/N))\int_{x+(N-1)/N}^{x+n/N} f(t) \, dt \). Then we have

\[
m\{f_n^* > \lambda\} = \int_0^{1/N} \sum_{k=1}^{N-1} \chi(x)_{(f_n^*(x+k-1/N) > \lambda)} \, dx
\]

\[
= \int_0^{1/N} \sum_{k=1}^{N-1} \chi(x)_{(f_n^*(x,k) > \lambda)} \, dx = \int_0^{1/N} \# \{ k \mid f_n^*(x,k) > \lambda \} \, dx
\]

\[
\leq \int_0^{1/N} \frac{1}{\lambda} \sum_{k=1}^{N-1} f_n(x, k) \, dx \leq \frac{1}{\lambda} \int_0^{1/N} N \int_{x}^{x+(N-1)/N} f(t) \, dt \, dx
\]

\[
\leq \frac{1}{\lambda} \int_0^{1/N} N \int_0^{1} f(t) \, dt \, dx \leq \frac{1}{\lambda} \int_0^{1} f(t) \, dt.
\]
Since the estimate (10) is independent of $N$, the inequality holds with $\{f^n_*>\lambda\}$ replaced by $\{f^* > \lambda\}$, concluding the proof.

Remark. The present paper was motivated by the work of Shields [2]. In his paper, Shields uses the fact that if $\{x | \lim (1/n)\Sigma_{k=0}^{n-1} f(T^k_x) > \int f\}$ has positive measure then it has measure 1. As a consequence, most of the orbit of $x$ is spent in "blocks" where some average of less than $N$ terms becomes too large. He then must estimate the amount of time spent outside these "blocks". The replacement of $f(x)$ by $f(x)\chi_E(x)$ results in the entire orbit of $x$ being spent in such blocks. Thus there is no need to estimate the time spent outside the blocks. In addition it is not necessary that $E$ have large measure, which makes it possible to prove the maximal lemma as well as the limit theorem.
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