LOCAL ERGODICITY OF NONPOSITIVE CONTRACTIONS ON $C(X)$
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ABSTRACT. Let $T$ be an operator on $C(X)$, $X$ compact, with $\|T\| \leq 1$, and suppose $T$ has a nowhere vanishing invariant function $\psi^{-1}$. The operator $R$ defined by $Rf = T(f \psi^{-1})\psi$ is (a) "locally" a Markov operator, and (b) (locally) strongly ergodic iff $T$ is. This is used to prove Sine's local strong ergodicity theorem without assuming that $T$ is positive.

1. Introduction. $C(X)$ will stand for the scalar valued continuous functions on $X$, where the scalar field can be taken as either the real or complex numbers, and $T$ will be a linear operator with $\|T\| \leq 1$. Let $T^*$ be the adjoint of $T$ and write

$$F(T) = \{ f \in C(X) : Tf = f \} \quad \text{and} \quad F(T^*) = \{ m \in C(X)^* : T^*m = m \}.$$

$T$ is called strongly ergodic if there exists a projection $P$ such that $T_nf \to Pf$ $(f \in C(X))$, where $T_n = (1/n)(I + \cdots + T^{n-1})$.

Let $M = \text{closure } \bigcup \{ \text{supp}(m) : m \in F(T^*) \}$. Since, as we shall prove, $f \upharpoonright M = 0$ implies $Tf \upharpoonright M = 0$, $T$ induces in a natural way an operator $T_0$ on $C(M)$ $[A, S_3]$. Namely, if $f \in C(M)$, let $\hat{f} \in C(X)$ be any extension of $f$, and define $T_0f = T\hat{f} \upharpoonright M$. $T$ is called locally strongly ergodic if $T_0$ is strongly ergodic on $C(M)$.

We shall later refer to Sine’s criterion for ergodicity of a linear contraction $R$ on a Banach space $B [S_3]$: $R$ is strongly ergodic iff $F(R)$ separates $F(R^*)$, i.e., if $p$ and $q$ are distinct elements of $F(R^*)$, then there exists $f$ in $F(R)$ such that $p(f) \neq q(f)$. More generally this result holds if $R$ satisfies

$$(I) \quad \|R_n\| \leq K \quad (n = 1, 2, \ldots) \quad \text{and} \quad (1/n)\|R^n\| \to 0.$$

(See [Ll] and, for a simplified proof, [Sa].)

We find it convenient to state the separation criterion in a somewhat different form. Since $F(R^*)$ is a linear space, the criterion is equivalent to saying that if $p$ is a nonzero element of $F(R^*)$, then there exists $f$ in $F(R)$ with $p(f) \neq 0$. Hence $R$ is strongly ergodic iff the only element of $F(R^*)$ which annihilates $F(R)$ is 0, i.e., iff $F(R^*) \cap F(R) = (0)$, where $F(R) = \{ m \in B^* : m(f) = 0 \text{ for all } f \in F(R) \}$.

2. Preliminaries. The Radon-Nikodym derivative defined in 2.1 below was introduced in [F-R] for the special case where $T^2 = T$. Lemma 2.2 is a generalization of Lemma 1.2 in §1 of [F-R].
2.1. Definition. Let \( F_1(T^*) \) be the closed unit ball of \( F(T^*) \), and let \( \text{ext} F_1(T^*) \) be the set of extreme points. If \( m \in \text{ext} F_1(T^*) \), let \( \varphi_m = dm/d| m | \) , so \( dm = \varphi_m d| m | \), with \( \| m \| = \| | m | \| = 1 \). (Note that \( | \varphi_m | = 1 | m | \)-a.e. and \( d| m | = \varphi_m dm \).

2.2. Lemma. Suppose \( f \) is in \( F(T) \) and \( m \) is in \( \text{ext} F_1(T^*) \). Then \( f = (\int f dm)\varphi_m | m | \)-a.e.

Proof. First we show that \( / m \) is constant \( | m | \)-a.e. (where \( \varphi = \varphi_m \)). If not, then for some real \( c \), the sets \( A = \{ x : \text{Re}(f(x)\varphi(x)) \geq c \} \) and \( B = X \setminus A \) are not \( | m | \)-null, say \( t = | m |(A) \) and \( 1 - t = | m |(B) \), where \( 0 < t < 1 \). Then

\[
m = t(m|_{A/t}) + (1 - t)(m|_{B/(1 - t)}) = tm_1 + (1 - t)m_2.
\]

and, for \( n \geq 1 \),

\[
(*) \quad m = T_n^*m = tT_n^*m_1 + (1 - t)T_n^*m_2.
\]

By weak-* compactness of the unit ball in \( C(X)^* \), there exists \( p_1 \) and \( p_2 \) and nets \( \{ T_n(a)m_1 \} \), \( \{ T_n(a)m_2 \} \) with \( T_n(a)m_1 \to p_1 \) and \( T_n(a)m_2 \to p_2 \). From (*) we get

\[
(**) \quad m = tp_1 + (1 - t)p_2 \quad (p_1, p_2 \in F_1(T^*)).
\]

We now show that \( p_1 \neq p_2 \), contrary to extremeness of \( m \). Clearly \( T_n(a)f = f \) on \( \text{supp}(| m |) \) and, hence,

\[
p_1(f) = \lim T_{n(a)}(m|_{A/t})(f) = \lim m|_{A}(T_{n(a)}f)/t
= \lim m|_{A}(f)/t = \frac{1}{t} \int_A f dm = \frac{1}{t} \int_A f \varphi d| m |.
\]

Since \( \text{Re}(f \varphi) \geq c \) on \( A \) and \( | m ||_{A/t} \) is a probability measure, we have \( \text{Re}(p_1(f)) \geq c \). Likewise \( \text{Re}(p_2(f)) < c \) and, hence, \( p_1 \neq p_2 \).

Thus for some \( k, f = k\varphi | m | \)-a.e. But \( k = \int k d | m | = \int f \varphi d | m | = \int f dm \).

2.3. Remark. It follows that if there exists \( f \) in \( C(X) \) as in 2.2 and \( \int f dm \neq 0 \), then we may assume \( \varphi_m \) is continuous on \( \text{supp}(| m |) \) and vanishes off this set.

2.4. Example. Lemma 2.2 can fail if \( T \) is not a contraction. For example, let \( X = \{ 1, 2 \} \), so \( C(X) \) is (algebraically) the same as either \( R^2 \) or \( C^2 \). We define \( T \) by the matrix \( \begin{bmatrix} 1/2 & -1/2 \\ 1/2 & 1/2 \end{bmatrix} \), i.e., \( T^*\delta_1 = \frac{1}{2}\delta_1 - \frac{1}{2}\delta_2 \) and \( T^*\delta_2 = \frac{1}{2}\delta_1 + \frac{1}{2}\delta_2 \) (where \( \delta_1 = \text{Dirac mass at } 1, \text{ etc.} \)). Then

\[
F(T) = \{ x[-\frac{1}{2}] : x \text{ scalar} \}, \quad F(T^*) = \{ x[\frac{1}{2}, \frac{3}{4}] : x \text{ scalar} \},
\]

and an extreme in \( F_1(T^*) \) is \( m = (\frac{3}{4}, \frac{1}{4}) \). Then \( \varphi_m = [\frac{1}{2}] \), which bears no relation to the invariant function \( f(1) = 1, f(2) = \frac{1}{2} \).

2.5. Lemma. Assume there exists \( \alpha \) in \( F(T) \) such that \( \alpha \neq 0 \) on \( M \). If \( m \) is in \( \text{ext} F_1(T^*) \), then \( x \in \text{supp}(| m |) \) implies \( \text{supp}(T^*\delta_x) \subset \text{supp}(| m |) \). (We shall write \( t_x = T^*\delta_x \))

Proof. If not, let \( y \) be in \( \text{supp}(| t_x |) \setminus \text{supp}(| m |) \) and choose \( f \) in \( C(X) \) with \( 0 \leq f \leq 1, f = 1 \) on \( \text{supp}(| m |) \), and \( f(y) < 1 \). Let \( g_m \) be a continuous extension of \( \varphi_m|\text{supp}(| m |) \) to all \( X \) such that \( | g_m | \leq 1 \). Since \( | f(y)g_m(y) | < 1 \), we have
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$|T(f_g_m)(x)| = |\int f_g_m \, dt_d x| < 1$. Since $x$ is in $\text{supp}(|m|)$, we have

$$\left| \int T(f_g_m) \, dm \right| < |m|(X) = 1,$$

while $\int f_g_m \, dm = \int \bar{q}_m \, dm = \int d|m| = |m|(X) = 1$. But this contradicts $T^*m = m$.  

2.6. **Lemma.** Under the hypothesis of 2.5, if $f \, M = 0$, then $Tf \, M = 0$, so that the $T_0$ of the Introduction is well defined.

**Proof.** First let $m$ be in $\text{ext } F_i(T^*)$, so $f = 0$ on $\text{supp}(|m|)$. It $x$ is in $\text{supp}(|m|)$, then by 2.5 $\text{supp}(t_x) \subset \text{supp}(|m|)$, so $f = 0$ on $\text{supp}(t_x)$, whence $Tf(X) = 0$. Thus $Tf = 0$ on $\text{supp}(|m|)$. But Krein-Milman easily implies that

$$M = \text{closure } \bigcup \{ \text{supp}(|m|) : m \in \text{ext } F_i(T^*) \},$$

so $Tf = 0$ on $M$.

2.7. **The function $\psi$.** For the rest of the section we assume the existence of a continuous $\psi$ which never vanishes, and satisfies $T\psi^{-1} = \psi^{-1}$. By 2.2 if $m$ is extreme in $F_i(T^*)$, then on $\text{supp}(|m|)$ we have $\psi^{-1} = \int \psi^{-1} \, d\bar{q}_m$, and $\psi = a_m \bar{q}_m$, where $a_m = (\int \psi^{-1} \, d\bar{q}_m)^{-1}$.

(Such a function $\psi$ need not exist. For example, let $X = R \cup \{\infty\}$ (the one-point compactification of the reals), and let $Tf(x) = \frac{1}{2}(f(x) - f(-x))$, $Tf(\infty) = 0$. Then $T^2 = T$, $M = X$ (since each measure of the form $\frac{1}{2}(\delta_x - \delta_{-x})$ is invariant), and $Tf = f$ implies $f(0) = f(\infty) = 0$.)

2.8. **The operator $R$.** Let $Rf = T(f\psi^{-1})\psi$. It is easy to check that $R$ satisfies condition (1) of the introduction and $R^*f = T^*(f\psi^{-1})\psi$, $R_n f = T_n(f\psi^{-1})\psi$. Thus $R$ is strongly ergodic if $T$ is strongly ergodic. Further properties of $R$ are listed in

2.9. **Proposition.** (a) $F(R) = \psi F(T)$.

(b) Let $W: F(T^*) \to C(X)^*$ be defined by $W(m) = \psi^{-1} \, dm$. Then $W$ is a bijection from $F(T^*)$ to $F(R^*)$, and if $m$ is in $\text{ext } F_i(T^*)$, then $W(m) = a_m^{-1} \, d|m|$ (as in 2.7).

(c) $R$ induces an operator $R_0$ on $C(M)$ which is Markov. Further, $f$ in $C(M)$ satisfies $R_0 f = f$ iff $f$ is constant on $\text{supp}(|m|)$ whenever $m$ is extreme in $F_i(T^*)$.

**Proof.** (a) is an exercise.

(b) To show that $W$ maps $F(T^*)$ into $F(R^*)$, let $m$ be in $F(T^*)$ and $f$ in $C(X)$. Then

$$\int Rf \, dW(m) = \int T(f \psi^{-1}) \psi^{-1} \, dm = \int T(f \psi^{-1}) \, dm = \int f \psi^{-1} \, dm = \int f \, dW(m),$$

so $W(m)$ is in $F(R^*)$. $W$ is a bijection, since the same argument shows that $W^{-1}(m) = \psi \, dm$ maps $F(R^*)$ into $F(T^*)$.

If $m$ is extreme, then on $\text{supp} |m|$, $\psi^{-1} = a_m^{-1} \bar{q}_m$, so for $f$ in $C(X)$,

$$\int f \, dW(m) = \int f \psi^{-1} \, dm = a_m^{-1} \int f \bar{q}_m \, dm = a_m^{-1} \int f \, d|m|,$$

so $W(m) = a_m^{-1} \, d|m|$. 

(c) \( R_0 \) is well defined, because if \( f \mid M = 0 \), then \( f\psi^{-1} \mid M = 0 \), so \( Rf \mid M = T(f\psi^{-1}) \psi \mid M = 0 \) by 2.6. To show \( R_0 \) is Markov, first, since \( T\psi^{-1} = \psi^{-1} \) on \( M \),

\[
R_0f(x) = T_0(\psi^{-1})(x)\psi(x) = \psi^{-1}(x)\psi(x) = 1,
\]

so \( R_01 = 1 \). Second, if \( x \) is in \( \text{supp}(\{m\}) \), where \( m \) is extreme, and \( f \) is in \( C(M) \), then since \( \text{supp}(t_x) \subset \text{supp}(\{m\}) \), we have

\[
|R_0f(x)| = \left| \int f\psi^{-1} dt_x \psi(x) \right| = \left| \int f a_m^{-1} \bar{q}_m dt_x a_m q_m(x) \right| = \int f \bar{q}_m dt_x \leq \| f \| \| q_m \| \| t_x \| \leq \| f \|.
\]

Thus if \( x \) is in \( \text{supp}(\{m\}) \), then \( \| R_0^* \delta_x \| \leq 1 \), and since \( R_0^* \delta_x(X) = R_01(x) \), it is a probability measure. By the density of such \( x \) in \( M \), \( R_0 \) is Markov.

Finally to describe \( F(R_0) \), it is clear that by (a), \( F(R_0) = \psi_0 F(T_0) \), where \( \psi_0 = \psi \mid M \), so if \( f \) is in \( F(R_0) \), it has the form \( f = \psi_0 g \) with \( g \) in \( F(T_0) \). If \( m \) is extreme, \( g = k \bar{q}_m \) on \( \text{supp}(\{m\}) \) by 2.2, and, hence, \( f = \psi_0 g = a_m q_m k \bar{q}_m = a_m k \), a constant on \( \text{sup}(\{m\}) \). Conversely, if \( f \in C(M) \) and is constant on each \( \text{sup}(\{m\}) \), say \( f = k_m \), then since, by 2.5, \( x \) in \( \text{sup}(\{m\}) \) implies \( \text{sup}(f x) \subset \text{sup}(\{m\}) \), we have for \( x \) in \( \text{sup}(\{m\}) \) that

\[
Rf(x) = T(f\psi^{-1})(x)\psi(x) = \int f\psi^{-1} dt_x \psi(x) = k_m \int \bar{q}_m dt_x q_m(x) = k_m \bar{q}_m(x) q_m(x) = k_m \bar{q}_m(x) q_m(x) = k_m (\text{since } T\bar{q}_m = \bar{q}_m \text{ on } \text{sup}(\{m\})).
\]

Thus \( R_0 f = f \) on \( \text{sup}(\{m\}) \) and, by the usual Krein-Milman argument, we have \( R_0 f = f \) on \( M \). (Note that when \( \psi \) exists, \( R_0 \) is uniquely determined by \( T \), although \( R \) need not be, since if \( x \) is \( \text{supp}(\{m\}) \), we have \( R_0 f(x) = T(f\bar{q}_m)(x) q_m(x) \).

2.10. WORKED EXAMPLE. Let \( X = \{1, 2, 3\} \) and let \( T \) be given by

\[
\begin{pmatrix}
1/2 & -1/2 & 0 \\
-1/4 & 3/4 & 0 \\
0 & 0 & 1
\end{pmatrix}.
\]

Then

\[
F(T) = \begin{pmatrix}
x \begin{pmatrix}
1 \\
-1 \\
0
\end{pmatrix} + y \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix} : x, y \text{ scalar}
\end{pmatrix},
\]

and

\[
F(T^*) = \{ x(\frac{1}{3}, \frac{2}{3}, 0) + y(0, 0, 1) : x, y \text{ scalar} \}.
\]

Extreme measures are \( m_1 = (\frac{1}{3}, \frac{2}{3}, 0) \) and \( m_2 = (0, 0, 1) \). Let

\[
\psi^{-1} = \begin{pmatrix}
a \\
a/b
\end{pmatrix}, \quad a \text{ and } b \text{ nonzero}.
\]
Then \( R \) is the matrix gotten by eliminating the minus signs in the \( T \) matrix (and hence is independent of \( a \) and \( b \)), \( F(R) = \psi F(T) \) is gotten by eliminating minus signs in the formula for \( F(T) \), and likewise for \( F(R^*) \).

2.11. Remark. Let \( B_0 = W(F_1(T^*)) \), a weak-* compact convex subset of \( F(R^*) \). Since \( W \) is a convex function and a bijection on \( F_1(T^*) \), \( m \) is extreme in \( F_1(T^*) \) iff \( W(m) = a_m^{-1} dm \) is extreme in \( B_0 \). By Krein-Milman \( B_0 \) is the weak-* closed convex hull of these, i.e., measures of the form \( kp \), where \( p \) is a probability. This leads to the hope that ergodic properties of Markov operators based on the analysis of invariant probabilities (see, e.g., [A, S, S]) will in some sense be shared by the operator \( T \).

3. Ergodic theorems. For the Markov case, Theorem 3.2 was proved by Robert Sine [S, Theorem 3]. The argument given there is apparently incomplete, although Professor Sine has pointed out to me that the argument goes through after some corrections (e.g., change "Baire" to "Borel"). The proof we give here is new.

3.1. Definition. Let \( E = \{ |m| : m \in \text{ext}(F_1(T^*)) \} \). \( T \) is continuously scattered if there is a family of continuous functions, each constant on the support of each element of \( E \), and sufficient to separate these sets. (If \( T \) is Markov, then each member of the family will be \( T \)-invariant on \( M \), but this does not hold in general.)

3.2. Theorem (cf. [S, Theorem 3]). Let \( T \) be a contraction on \( C(X) \) and assume there exists \( \alpha \) in \( C(X) \) such that \( Ta = \alpha \) and \( \alpha \neq 0 \) on \( M \). Then \( T \) is locally strongly ergodic iff it is continuously scattered.

Proof. Assume \( T \) is locally s.e., i.e., \( T_0 \) is strongly ergodic on \( C(M) \). If \( \psi^{-1} = \alpha | M \), then \( T_0 \) satisfies condition 2.7 and, by 2.9(c), the induced operator \( R_0 \) is Markov and, by 2.8, strongly ergodic. By 2.9(b), elements of \( E \) are extreme invariant probabilities for \( R_0 \), and the existence of the separating family follows from [S, Theorem 3].

Conversely, suppose \( T \) is continuously scattered. Let \( F \) be the closed selfadjoint subalgebra of \( C(M) \) which is generated by restrictions to \( M \) of the separating family plus \( 1_M \). By 2.9(c), \( F \subset F(R_0^*) \). To prove \( R_0 \) is strongly ergodic it suffices, by the separation criterion of the Introduction, to show that \( F \) separates \( F(R_0^*) \) or, equivalently, \( F(R_0^*) \cap F^\perp = (0) \).

We show that \( F \) is a lattice. Let \( D \) be the equivalence class decomposition of \( M \) determined by the algebra \( F \), and let \( Y \) be the quotient space \( M/D \), furnished with the quotient topology, which is compact \( T_2 \) (cf. [S,]). This topology contains the weak topology on \( M/D \) determined by functions in \( F \) and, since the latter topology is \( T_2 \), the two topologies are equal. By Stone-Weierstrass, \( F \) is essentially \( C(M/D) \), and so \( F \) is a lattice.

As a first step to proving that \( F(R_0^*) \cap F^\perp = (0) \), we show that if \( m \) is an extreme point of the unit ball of \( F(R_0^*) \cap F^\perp \), then \( \text{supp}(|m|) \) is contained in some \( D \in D \). Suppose not. Because \( F \) is a selfadjoint subalgebra, there exist \( f \) in \( F \) and \( c \) in \( R \) such that if \( A = \{ x : f(x) \geq c \} \) and \( B = M \setminus A \), then \( |m|(A) > 0 \) and \( |m|(B) > 0 \). \( A \) and \( B \) are Baire sets in \( M \) and, in fact, there exist bounded sequences \( f_n \in F \),
\( g_n \in \mathcal{F} \) with \( f_n(x) \to 1_A(x) \), \( g_n(x) \to 1_B(x) \) for all \( x \) in \( M \). (E.g., let \( g(x) = (f(x) + ||f||/2)/||f|| \) and \( d = (c + ||f||)/2||f|| \). Then \( g \) is in \( \mathcal{F} \), \( 0 \leq g \leq 1 \), and \( d \neq 0 \), since \( A \neq M \). Now \( A = \{ x : g(x) > d \} \) and, since \( \mathcal{F} \) is a lattice, we can let \( f_n(x) = (\min(g(x), d)/d) \), \( g_n(x) = 1 - f_n(x) \).

If \( k \) is a bounded Baire function on \( M \), one defines \( R_0 k(x) = \int k \, dr_x \). From a standard result on transition probabilities, \( R_0 k \) is a Baire function. Since \( R_0^* m = m \), and easy transfinite induction shows that for \( k \) Baire, \( \int R_0^* k \, dm = \int k \, dm \). So since \( 1_A \) is Baire, \( R_0 1_A \) is defined and, in fact, \( R_0 1_A(x) = 1_A(x) \) for \( x \) in \( M \), because

\[
R_0 1_A(x) = \int 1_A \, dr_x = \lim \int f_n \, dr_x = \lim R_0 f_n(x) = \lim f_n(x) = 1_A(x),
\]

the next to the last step because \( f_n \in \mathcal{F} \subset F(R_0) \). Hence \( 1_A(x) = r_A(A) \), i.e., \( r_A \) is supported by \( A \) if \( x \) is in \( A \), and by \( B \) if \( x \) is in \( B \). This implies that for all \( g \) in \( C(M) \),

\[
\int R_0 g \, dm_A = \frac{1}{t} \int 1_A R_0 g \, dm = \frac{1}{t} \int R_0(1_A g) \, dm = \frac{1}{t} \int 1_A g \, dm = \int g \, dm_A.
\]

(In the next to the last step we used \( \int R_0 k \, dm = \int k \, dm \) for \( k \) Baire.)

To show \( m_A \) is in \( \mathcal{F}^{-1} \), let \( g \) be in \( \mathcal{F} \). Since \( \mathcal{F} \) is an algebra and \( 1_A(x) = \lim f_n(x) \) with \( f_n \in \mathcal{F} \), we have \( \int g \, dm_A = \lim(1/t) \int g_n \, dm = 0 \), since \( m \) is in \( \mathcal{F}^{-1} \).

The contradiction shows that \( \text{supp}(|m|) \subset D \) for some \( D \) in \( \mathcal{D} \). By the continuously scattered hypothesis, \( D \) supports only one measure of the form \( |r| \), where \( r \) is in \( \text{ext} F(T^*) \). In fact this implies that the space of elements of \( F(T^*) \) supported by \( D \) is one dimensional. To show this, suppose \( s \) is in \( \text{ext} F(T^*) \) and supported by \( D \). Then \( |s| = |r| \), so \( \overline{q} s = \overline{q} r \). Since \( \text{supp}(|r|) = \text{supp}(|s|) \), 2.2 and 2.3 imply that for some scalar \( k \), \( \overline{q} = k \overline{q} \), on \( \text{supp}(|r|) \), whence \( s = kr \). By Krein-Milman, if \( F(T^*)_D = \text{elements of } F(T^*) \text{ supported by } D \), then all elements in the unit ball of \( F(T^*)_D \) are multiples of \( r \), and so \( F(T^*)_D \) is one dimensional. (Implicit in this is the easily proved fact that \( r \) is extreme in \( F(T^*)_D \) iff it is an extreme point of \( F(T^*) \) with support in \( D \).) Now if \( F(R^*)_D \) denotes the elements of \( F(R^*) \) supported by \( D \), then \( F(R^*)_D = W(F(T^*)_D) \), and so \( F(R^*)_D \) is one dimensional. So the measure \( m \) must have the form \( m = W(kr) = k a^{-1} |r| \), where \( r \) is extreme in \( F(T^*) \). Since \( m \) is also in \( \mathcal{F}^{-1} \) and each element of \( F \) is constant on \( D \), we get \( k = 0 \), and so \( m = 0 \). Thus \( F(R^*_0) \cap \mathcal{F}^{-1} = (0) \).

From now on we assume the existence of \( \alpha \) as in the hypotheses of 3.2.

3.3. THEOREM (CF. [S3, THEOREM 4]). \textit{Suppose there exists on } \( C(M) \) \textit{a strongly ergodic contraction } \( S \) \textit{such that } \( F(T^*_S) = F(S^*) \). \textit{Then } \( T \) \textit{is locally s.e.}
Proof. In view of 2.6, we may assume $X = M$, by looking at $T_0$. If $m$ is extreme in $F(T^*)$, $m = q_m | m |$, then $\psi = a_m q_m$ on supp$(| m |)$, and since $F(T^*) = F(S^*)$, we have by 2.2 that $S \psi^{-1} = \psi^{-1}$ on supp$(| m |)$, hence on $M = X$. Since $S$ is s.e. and satisfies the hypothesis of 3.2, it is continuously scattered, and hence so is $T$. By 3.2 again, $T$ is locally s.e.

3.4. Theorem (cf. [A, Theorem 3.1]). Suppose there exists a contractive projection $S$ such that $T_n f \to 0$ iff $Sf = 0$. Then $T$ is locally s.e.

Proof. As in Remark 2.1 and Lemma 2.2 of [A], we prove $F(T^*) = F(R^*)$, and then apply 3.3.

3.5. Theorem (cf. [S1, Theorems 2.2, 2.7]). Assume (a) $\psi^{-1} \in F(T)$ and (b) $|\psi(x)| = 1$ for all $x$. Then $T$ is strongly ergodic iff $\psi F(T)$ separates the probabilities in $\psi^{-1} F(T^*) = W(F(T^*))$.

Proof. $R$ is a Markov operator, since by (a), $R = T(\psi^{-1}) = \psi^{-1} = 1$, and by (b), $\|R\| \leq \|\psi\| \|\psi^{-1}\| = 1$. Since $F(R) = \psi F(T)$ and $F(R^*) = \psi^{-1} F(T^*)$, our result is just [S1, Theorems 2.2 and 2.7] applied to $R$.

3.6. Remark. If (a) and (b) of 3.5 hold, then since $F(T)$ is the range of a contractive projection, [F-R, Theorem 4] implies that $F(T)$ is isometrically $*$-isomorphic to $C(K)$ for some compact $K$.
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Added in proof. I can now prove Lemma 2.5 without the assumption that there exists $\alpha$ in $F(T)$ with $\alpha \neq 0$ on $M$. This leads to a weakening of hypotheses elsewhere in the paper, e.g., in Theorem 3.2 we need only assume that $T\alpha = \alpha$ on the set $M$ rather than on all of $X$.
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