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ABSTRACT. Selfadjoint Toeplitz operators with rational matrix symbols are studied using a general result concerning functions \( (T(z)^{-1}x, y) \) where \( T(z) \) is a polynomial family of Toeplitz operators with rational matrix symbols. It is proved that, apart from a finite number of points, these functions can be continued analytically across the boundary of the resolvent set of \( T(z) \), for a dense set of \( x \)'s and \( y \)'s. This implies piecewise analyticity of the spectral measure \( (Ex, x) \) of selfadjoint Toeplitz operators with rational matrix symbol, for a dense set of \( x \)'s.

1. Introduction and main result. There is a lot of knowledge available concerning the structure of selfadjoint Toeplitz operators with scalar symbols (see, e.g., [13, 16]). However, in the case of selfadjoint Toeplitz operators with matrix symbols little is known. If the symbol of such an operator is a rational matrix function, then the spectrum consists of a finite number of closed (possibly degenerated) intervals, and the number of eigenvalues is finite (see [3]). Absolutely continuous components of selfadjoint Toeplitz operators with (not necessarily rational) matrix symbols are studied in [17].

The following theorem concerning the spectral measure of selfadjoint Toeplitz operators with rational matrix symbol is the main result of this paper. We denote by \( H^2(C^n) \) the Hardy space of \( n \)-dimensional complex vector functions \( \sum_{j=0}^{\infty} \lambda^j x_j, x_j \in C^n, |\lambda| = 1 \) with \( \sum_{j=0}^{\infty} \|x_j\|^2 < \infty \). By \( P(C^n) \) we denote the linear set of \( n \)-dimensional vector polynomials (note that \( P(C^n) \) is dense in \( H^2(C^n) \)).

**Theorem 1.** Let \( T: H^2(C^n) \to H^2(C^n) \) be a selfadjoint Toeplitz operator with rational \( n \times n \) matrix symbol, and let \( E_T(\mu), -\infty < \mu < \infty \), be the spectral measure of \( T \). Then there exists a finite number of real points \( \mu_1 < \mu_2 < \cdots < \mu_\alpha \) such that for every \( x \in P(C^n) \) the real function \( (E_T(\mu)x, x) \) of \( \mu \in \mathbb{R} \) is analytic in each interval \( (\mu_i, \mu_{i+1}) \), \( i = 0, \ldots, \alpha \) (we put \( \mu_0 = -\infty, \mu_{\alpha+1} = \infty \)).

The proof of Theorem 1 will be given in §3. It is based on a general result concerning analytic continuation of functions of type \( (T(z)^{-1}x, y), x, y \in P(C^n) \), where \( T(z) \) is a Toeplitz operator (not necessarily selfadjoint) with rational matrix symbol depending polynomially on the parameter \( z \).
This result will be stated in the next section. Its proof in turn is based on the characterization and explicit description of left canonical factorization for certain rational matrix functions, obtained in [9, 10].

Note the following corollary from Theorem 1.

**COROLLARY 2.** A selfadjoint Toeplitz operator $T$ with rational matrix symbol does not have a singular continuous component.

In other words, for every $x \in H^2(C^n)$ the function of bounded variation $f_{T,x}(\mu) = (E_T(\mu)x, x)$ is a sum of an absolutely continuous function and of a jump function.

Indeed, let $Q_T$ be the set of all $x \in H^2(C^n)$ for which the function $f_{T,x}(\mu)$ does not have a singular continuous component. Theorem 1 shows that $P(C^n) \subset Q_T$. Now $Q_T$ is a closed subspace (see, e.g., §X.1.2 in [14]); hence we obtain $Q_T = H^2(C^n)$, and Corollary 2 follows.

Thereby a conjecture concerning Toeplitz operators with matrix symbols is confirmed in the case of rational matrix symbols. The conjecture states that a selfadjoint Toeplitz operator with (bounded measurable) matrix symbol has no singular continuous spectrum. For scalar symbols this conjecture is true. Actually, a selfadjoint Toeplitz operator $T$ with scalar symbol is absolutely continuous (except when $T = \alpha I$, $\alpha \in \mathbb{R}$), see [15].

2. Polynomial families of Toeplitz operators. Let $C(\lambda, z)$ be an $n \times n$ matrix function of the form

$$
C(\lambda, z) = \left( \begin{array}{c} p_{ij}(\lambda, z) \\ q_{ij}(\lambda) \end{array} \right)_{i,j=1}^n
$$

where $p_{ij}(\lambda, z)$ is a scalar polynomial on the complex variables $\lambda, z$, and $q_{ij}(\lambda)$ is a scalar polynomial on $\lambda$ with zeros off the unit circle. For each $z \in \mathbb{C}$, consider the Toeplitz operator $T(z): H^2(C^n) \to H^2(C^n)$ with symbol $C(\cdot, z)$:

$$
T(z) \left( \sum_{j=0}^{\infty} \lambda^j x_j \right) = \sum_{k=0}^{\infty} \left( \sum_{j=-\infty}^{k} C_j(z)x_{k-j} \right) \lambda^k, \quad \sum_{j=0}^{\infty} \lambda^j x_j \in H^2(C^n),
$$

where $C(\lambda, z) = \sum_{j=-\infty}^{\infty} \lambda^j C_j(z)$. We shall assume that the set $\Omega_0 = \{z \in \mathbb{C} | T(z) \text{ is invertible} \}$ is not empty. The boundary $\partial \Omega_0$ of $\Omega_0$ is a compact set having finite number of connected components (see [1, 12]).

It will be convenient to represent the inverse $T(z)^{-1}, z \in \Omega_0$, as an infinite block matrix $\{t_{ij}^{-}(z)\}_{i,j=0}^{\infty}$ where $t_{ij}^{-}(z)$ is the $n \times n$ matrix defined by the property that

$$
\langle t_{ij}^{-}(z)a, b \rangle = \langle T(z)^{-1}(\lambda^j a), \lambda^j b \rangle, \quad x, y \in C^n,
$$

where $\langle \cdot, \cdot \rangle$ is the standard scalar product in $C^n$ and $\langle \cdot, \cdot \rangle$ is the scalar product in $H^2(C^n)$. Clearly, the matrix functions $t_{ij}^{-}(z); i, j = 0, 1, \ldots$, are analytic in $\Omega_0$.

**THEOREM 3.** There is a finite set $K \subset \partial \Omega_0$ such that every function $t_{ij}^{-}(z); i, j = 0, 1, \ldots$, admits analytic continuation from $\Omega_0$ across the boundary $\partial \Omega_0$, except maybe for poles and algebraic branch points in $K$ (the case when the same point is a pole and an algebraic branch point is not excluded).

The proof shows that a neighborhood of $\partial \Omega_0$ to which $t_{ij}^{-}(z)$ admits analytic continuation can be chosen to be independent on $i, j$. The number of branches of
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Theorem 3 implies that for every \( x, y \in P(\mathbb{C}^n) \) the function \( (T(z)^{-1}x, y) \) admits analytic continuation from \( \Omega_0 \), except maybe for poles and algebraic branch points in \( K \). Actually, this property holds also for \( x, y \in H^2(\mathbb{C}^n) \) which are analytic functions in a neighborhood of the closed unit disc (the proof of this fact, as well as the proof of Theorem 3, follows from formula (2) below).

In fact, we shall prove that the inverse \( T(z)^{-1} \) has the following form:

\[
T(z)^{-1}w = q_+(\lambda)X(z) \left( \sum_{k=0}^{\infty} \lambda^k(U(z))^k \right) Q \left( \sum_{k=0}^{\infty} \lambda^{-k}(W(z))^k \right) q_-(\lambda)w, \\
\]

\( w \in H^2(\mathbb{C}^n), \ z \in \Omega_0. \)

Here \( q_+(\lambda) \) (resp. \( q_-(\lambda) \)) are scalar polynomials in \( \lambda \) (resp. in \( \lambda^{-1} \)) with no zeros in the domain \( \{ |\lambda| \leq 1 \} \) (resp. in the domain \( \{ |\lambda| \geq 1 \} \cup (\infty) \) ); \( Q \) is the orthogonal projector in \( H^2(\mathbb{C}^n) \); \( X(z), U(z) \) and \( W(z) \) are analytic matrix functions in \( z \in \Omega_0 \) which admit analytic continuation across the boundary \( \partial \Omega_0 \) except possibly for a finite number of poles and algebraic branch points on \( \partial \Omega_0 \) (the case when the same point is a pole and an algebraic branch point, is not excluded), and \( ||U(z)|| < 1 \), \( ||W(z)|| < 1 \) for \( z \in \Omega_0 \) (so the power series in (2) converge). The norms of matrices are understood as operator norms with the euclidean norm in \( \mathbb{C}^n \). The matrix function \( X(z) \) has the additional property that \( X(z) \) is invertible for \( z \in \Omega_0 \).

Representation (2) implies Theorem 3 immediately. Indeed, for \( a, b \in \mathbb{C}^n \) the expression \( (T(z)^{-1}(\lambda^ia), \lambda^ib) \) contains only a finite number of powers \( (U(z))^k \), \( (W(z))^k \).

So, in order to prove Theorem 3 we have to prove formula (2). This will be done in §4.

3. Proof of Theorem 1. By Theorem 3, there is a finite number of real points \( \mu_1 < \mu_2 < \cdots < \mu_\beta \) such that for every \( w \in P(\mathbb{C}^n) \) the function \( ((z - T)^{-1}w, w) \) admits analytic continuation across the real line in every interval which does not contain any point \( \mu_i \).

Denote by \( f^+_w(z) \) (resp. \( f^-_w(z) \)) the analytic continuation of \( ((z - T)^{-1}w, w) \) across the real line from the upper (resp. lower) halfplane.

The following formula holds for any real \( \nu_1 < \nu_2 \) which are different from the eigenvalues of \( T \) (see [19, Chapter XI, §9]):

\[
\lim_{\nu_1 \to \nu_2} \left[ \int_{\nu_1}^{\nu_2} (((u - iv)I - T)^{-1}x, x) \, du + \int_{\nu_2}^{\nu_1} (((u + iv)I - T)^{-1}x, x) \, du \right] = 2\pi i[(E_T(\nu_2)x, x) - (E_T(\nu_1)x, x)], \quad x \in H^2(\mathbb{C}^n).
\]

Choose \( \nu_1, \nu_2 \) in such a way that the interval \( [\nu_1, \nu_2] \) does not contain any point \( \mu_i, \ 1 \leq i \leq \beta \), and does not contain any eigenvalue of \( T \) (by [3] the number of eigenvalues of \( T \) is finite). Then for \( x \in H^2_0(\mathbb{C}^n) \) we have

\[
\int_{\nu_2}^{\nu_1} f^-_x(u) \, du + \int_{\nu_2}^{\nu_1} f^+_x(u) \, du = 2i[(E_T(\nu_2)x, x) - (E_T(\nu_1)x, x)],
\]

and since \( f^+_x(u) \) are analytic in \( [\nu_1, \nu_2] \), the same is true for \( (E_T(u)x, x) \). This completes the proof of Theorem 1.
4. Proof of formula (2). We recall first some relevant facts concerning Toeplitz operators. Consider the function

\[ C(\lambda) = \lambda^{-1}C_{-1} + C_0 + \lambda C_1, \]

where \( C_i, i = 0, \pm 1, \) are \( n \times n \) complex matrices, and let \( T \) be the Toeplitz operator with the symbol \( C(\lambda) \). We shall assume that \( \det C(\lambda) \neq 0 \) for \( \lambda \) belonging to the unit circle \( \Gamma_0 \). Write

\[ C(\lambda)^{-1} = \sum_{j=-\infty}^{\infty} \lambda^j D_j, \quad \lambda \in \Gamma_0. \]

**Lemma 4.** \( T \) is invertible if and only if the matrix \( [D_1 \ D_0] \) is right invertible and the matrix \( [D_{-1}] \) is left invertible. In this case

\[ T^{-1} = T_+ \cdot T_-, \]

where \( T_+ \) (resp. \( T_- \)) is the Toeplitz operator with the symbol \( C_+ (\lambda)^{-1} \) (resp. \( C_-(\lambda)^{-1} \)), and the functions \( C_\pm (\lambda) \) are given by the following formulas:

\[ C_- (\lambda) = I - \lambda^{-1}W, \quad W = \begin{bmatrix} D_0 \\ D_{-1} \end{bmatrix}^{-1} \begin{bmatrix} D_{-1} \\ D_{-2} \end{bmatrix}, \]

and

\[ \begin{bmatrix} D_0 \\ D_{-1} \end{bmatrix}^{-1} \text{ is any left inverse of } \begin{bmatrix} D_0 \\ D_{-1} \end{bmatrix}; \]

\[ C_+ (\lambda) = V(I + \lambda W^{-1}C_1), \]

where \( V \overset{\text{def}}{=} C_0 + C_1W \) is invertible.

**Proof.** The proof is obtained essentially by putting together known facts. A general result proved in [7] implies that \( T \) is invertible if and only if \( \det C(\lambda) \neq 0 \) for \( \lambda \) belonging to the unit circle \( \Gamma_0 \), and the function \( C(\lambda) \) admits a right canonical factorization:

\[ C(\lambda) = \tilde{C}_-(\lambda) \cdot \tilde{C}_+(\lambda), \quad \lambda \in \Gamma_0, \]

where \( \tilde{C}_-(\lambda) \) (resp. \( \tilde{C}_+(\lambda) \)) is an invertible continuous function of \( \Gamma_0 \) which admits analytic and invertible continuation to the domain \( \{ |\lambda| > 1 \} \cup \{ \infty \} \) (resp. to the domain \( \{ |\lambda| < 1 \} \); moreover, in this case \( T^{-1} = T_+ \cdot T_- \), where \( T_+ \) (resp. \( T_- \)) is the Toeplitz operator with the symbol \( \tilde{C}_+(\lambda)^{-1} \) (resp. \( \tilde{C}_-(\lambda)^{-1} \)). By Corollary 3.29 in [10], the existence of right canonical factorization of \( C(\lambda) \) is equivalent to right invertibility of the matrix \( [D_1 \ D_0] \) and left invertibility of the matrix \( [D_{-1}] \).

Using the results from §3 in [9] it is easy to show that the factor \( \tilde{C}_+ \) (resp. \( \tilde{C}_- \)) in the right canonical factorization (7) can be chosen to coincide with \( C_+ \) (resp. \( C_- \)) given by formula (6) (resp. (5)). \( \square \)

Recently I. Gohberg and L. Lerer [8] proved Lemma 4 directly (without reference to a right canonical factorization of \( C(\lambda) \)), with a formula for \( T^{-1} \) which does not involve \( C_\pm \).
We start now to prove formula (2). Consider first the case when
\[
C(\lambda, z) = \sum_{j=-m}^{m} \lambda^j C_j(z), \quad \lambda \in \mathbb{C},
\]
where \(C_j(z)\) \((j = 0, \pm 1, \ldots, \pm m)\) are \(n \times n\) matrix polynomials. We shall assume \(m = 1\) (otherwise consider the function
\[
\begin{bmatrix}
C_m(z) & C_{m-1}(z) & \cdots & C_1(z) \\
0 & C_m(z) & \cdots & C_2(z) \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & C_m(z)
\end{bmatrix}
\]
\[
+ \lambda^{-1}
\begin{bmatrix}
C_m(z) & 0 & \cdots & 0 \\
C_{m+1}(z) & C_m(z) & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C_{-1}(z) & C_{-2}(z) & \cdots & C_{-m}(z)
\end{bmatrix}
\]
in place of \(C(\lambda, z)\)). This reduction to the case \(m = 1\) was originated and studied in [4]; see also [2].

Write \(C(\lambda, z) = \sum_{j=-\infty}^{\infty} \lambda^j D_j(z), \lambda \in \Gamma_0\); then for \(z \in \Omega_0\) the matrix
\[
\begin{bmatrix}
D_1(z) & D_0(z)
\end{bmatrix}
\]
is right (resp. left) invertible and the matrix \(C(\lambda, z)\) admits the right canonical factorization (4) with \(C_-(\lambda, z)\) and \(C_+\) given by (6) and (7) respectively, where \(W = W(z)\), \(V = V(z)\) are functions of \(z\). Taking into account that \(C_{\pm}(\lambda, z)\) are also analytic in the annulus \(\rho < |\lambda| < \rho^{-1}\), we obtain that \(\|W(z)\| < 1\), \(\|V(z)^{-1}C_1(z)\| < 1\) for \(z \in \Omega_0\) and
\[
(C_-(\lambda, z))^{-1} = \sum_{j=0}^{\infty} \lambda^j (W(z))^j,
\]
\[
(C_+\lambda, z))^{-1} = (V(z))^{-1} \sum_{j=0}^{\infty} (-1)^j \lambda^j (C_1(z)V(z))^{-j}.
\]
So formula (2) (with \(q_+\lambda) \equiv q_-\lambda) \equiv 1, U(z) = -(C_1(z)V(z))^{-1}, X(z) = V(z)^{-1}\) follows from (5) provided the functions \(V(z)^{-1}\) and \(W(z)\) have analytic continuations across \(\Omega_0\) with the desired properties. To prove that, consider first the function
\[
D_j(z) = \frac{1}{2\pi i} \int_{\Gamma_0} \lambda^{-j-1} C(\lambda, z)^{-1} d\lambda, \quad z \in \Omega_0.
\]
A fixed entry of \(D_j(z)\) has the form
\[
\gamma(z) = \frac{1}{2\pi i} \int_{\Gamma_0} p(\lambda, z)(q(\lambda, z))^{-1} d\lambda,
\]
where \(p(\lambda, z)\) and \(q(\lambda, z)\) are polynomials on \(\lambda\) and \(z\). It is not difficult to see (e.g., Lemma 2.4 in [1]) that \(\gamma(z)\) can be continued analytically across the boundary \(\partial \Omega_0\)
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of $\Omega_0$ except for at most finite number of poles and algebraic branch points. So the same is true for each $D_j(z)$, $j = 0, \pm 1, \pm 2, \ldots$.

Let $\Xi \subset \mathbb{C}$ be a neighborhood of $\Omega_0$ where this analytic continuation takes place for $D_0(z), D_{-1}(z)$, and $D_{-2}(z)$. Since

$$
\begin{bmatrix}
D_0(z) \\
D_{-1}(z)
\end{bmatrix}
$$

is left invertible for $z \in \Omega_0$, it follows from the results of [18] (see also Lemma 3.1 in [11]) that there exists a left inverse of

$$
\begin{bmatrix}
D_0(z) \\
D_{-1}(z)
\end{bmatrix}
$$

which is analytic in $\Xi$ except for a finite number of poles and algebraic branch points in $\partial \Omega_0$, and except for at most countable set of poles in $\Xi \setminus \Omega$, whose limit points (of any) are on the boundary of $\Xi$. Taking this left inverse in the formula for $W(z)$ we obtain that $W(z)$ has the desired analytic continuation. Since $V(z)$ is invertible for $z \in \Omega_0$, by an analogous argument it is seen that $V(z)^{-1}$ also has the desired analytic continuation.

So the formula (2) is proved for $C(\lambda, z)$ of the form (8). The general $C(\lambda, z)$ can be reduced to the form (8) by the following argument borrowed from [3]. For $C(\lambda, z)$ given by (1), let $q(\lambda) = \prod_{i,j} q_{ij}(\lambda)$, and let $q(\lambda) = q_+(\lambda)\lambda^k q_-(\lambda)$, where $q_+(\lambda)$ (resp. $q_-(\lambda)$) is a rational function without poles and zeros in the domain $\{\lambda \leq 1\}$ (resp. $\{\lambda \geq 1\} \cup \{\infty\}$). Now formula (2) for the Toeplitz operator with the symbol $C(\lambda, z)$ follows from the already proved formula (2) for the Toeplitz operator with the symbol $q(\lambda)\lambda^{-k}C(\lambda, z)$.

5. Examples. We give here examples illustrating the main results.

EXAMPLE 1. Let $T$ be the Toeplitz operator with $2n \times 2n$ matrix symbol

$$
C(\lambda) = \begin{bmatrix}
0 & A(\lambda) \\
A(\lambda)^{-1} & 0
\end{bmatrix},
$$

where $A(\lambda)$ is an $n \times n$ rational matrix function which takes unitary values on the unit circle. As for each $\lambda \in \Gamma_0$ the matrix $C(\lambda)$ has fixed eigenvalues 1 and $-1$ (each with multiplicity $n$), it follows from the results of [17] that $T$ is purely singular. Now Corollary 2 shows that $T$ does not have a singular continuous component, so there exists an orthonormal basis in $H^2(\mathbb{C}^{2n})$ formed by eigenvectors of $T$.

EXAMPLE 2. Let $T$ be the Toeplitz operator with matrix symbol $C(\lambda) = \lambda^{-1}C_{-1} + C_0 + \lambda C_1$, where $C_{-1} = C_1^*$ are $n \times n$ matrices such that $0 \notin \{(C_1z, z) | \|z\| = 1\}$ (in particular, $C_{-1}$ and $C_1$ are invertible). It turns out that $T$ is absolutely continuous. Indeed, in view of Corollary 2 we have to show that $T$ does not have eigenvectors. As the operator $T - zI$, $z \in \mathbb{R}$, has the same structure as $T$, it will suffice to prove $\ker T = (0)$. Let

$$
X = [I \ 0], \ K = \begin{bmatrix}
0 & I \\
-C_{-1}^{-1}C_1 & -C_{-1}^{-1}C_0
\end{bmatrix}
$$

be matrices of sizes $n \times 2n$ and $2n \times 2n$, respectively, and denote by $\mathcal{L}$ the maximal $K$-invariant subspace with $\sigma(K|_{\mathcal{L}})$ in the open unit disc. The general form of a
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vector \( x = \sum_{j=0}^{\infty} \lambda^j x_j \in H^2(\mathbb{C}^n) \) satisfying \( T x = 0 \) is \( x_j = X K^j y_0, \ j = 0, 1, \ldots, \)
where \( y_0 \in \mathcal{L} \) is such that \( C_0 X y_0 + C_{-1} X K y_0 = 0 \) (see [3], also §2.6 in [5]). Letting \( y_0 = K^{-1} y_0 \) and using the easily verified equality

\[
C_1 X + C_0 X K + C_{-1} X K^2 = 0,
\]

we obtain \( C_1 X y_1 = 0 \), or \( X y_1 = 0 \). Now to show that \( x = 0 \) it is sufficient to verify that the only vector \( y_1 \in \mathcal{L} \) for which \( X y_1 = 0 \) is \( y_1 = 0 \). To this end note that \( K^* B K = B \) for the hermitian matrix

\[
B = i \begin{bmatrix} 0 & C_{-1} \\ C_1 & 0 \end{bmatrix}
\]

(see §2.4 in [6]). But then \( (B z_1, z_2) = 0 \) for every \( z_1, z_2 \in \mathcal{L} \) (see, e.g., Chapter 2 in [6]). If \( y_1 \in \mathcal{L} \) is such that \( X y_1 = 0 \), i.e. \( y_1 = \left[ \begin{array}{l} 0 \\ z \end{array} \right] \), \( z \in \mathbb{C}^n \), then taking \( z_2 = y_1 \) and \( z_1 = K y_1 \) we obtain

\[
0 = (B z_1, z_2) = -i(C_1 z, z),
\]

which implies \( z = 0 \).

Note that the eigenvalues of \( C(\lambda) \), as functions of \( \lambda \), are not constant (because of the invertibility of \( C_1 \)). The absolutely continuous components of Toeplitz operators whose matrix symbols have nonconstant eigenvalues have been studied in [17].
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