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ABSTRACT. A necessary and sufficient condition for the disconjugacy of the nth order linear differential equation \( y^{(n)} + a_1(x)y^{(n-1)} + \cdots + a_n(x)y = 0 \) on a compact interval \( I \) is that there exists a system of solutions \( y_1, \ldots, y_n \) such that any one of the following is satisfied: (i) \( W(y_1, \ldots, y_k) > 0, \ 1 \leq k \leq n, \) on \( I; \) (ii) \( W(y_{i_1}, \ldots, y_{i_k}) > 0, \ 1 \leq i_1 < \cdots < i_k \leq n, \ 1 \leq k \leq n, \) on \( I; \) or (iii) \( W(y_{i_1}, y_{i_1+1}, \ldots, y_{i_1+k-1}) > 0, \ 1 \leq i \leq n - k + 1, \ 1 \leq k \leq n, \) on \( I. \)

Necessary and sufficient criteria for the right disfocality of the linear differential equation on the compact interval \( I \) are established in terms of systems of solutions satisfying conditions which are analogous to those given in (i), (ii), (iii).

1. Introduction. We consider the nth order linear differential equation

\[
y^{(n)} + a_1(x)y^{(n-1)} + \cdots + a_n(x)y = 0,
\]

where each \( a_i \) is a continuous real-valued function defined on an open interval \( \mathcal{O}. \) Let \( I = [a, b] \) be a compact subinterval of \( \mathcal{O}. \) If the only solution of (1) having at least \( n \) zeros on \( I \) is the zero solution, then (1) is said to be disconjugate on \( I. \) If the only solution of (1) satisfying \( y^{(i-1)}(x_i) = 0 \) for some \( x_1 \in I, \ 1 \leq i \leq n, \) \( x_1 \leq \cdots \leq x_n, \) is the zero solution, then (1) is said to be right disfocal on \( I. \) Note that by Rolle’s Theorem, the right disfocality of (1) on \( I \) implies the disconjugacy of (1) on \( I. \) In this paper, we will establish necessary and sufficient criteria for the right disfocality of (1) on \( I \) which are analogous to well-known necessary and sufficient criteria for the disconjugacy of (1) on \( I. \)

If \( y_1, \ldots, y_n \in C^n(I) \) satisfy

\[
W(y_1, \ldots, y_k) > 0, \quad 1 \leq k \leq n,
\]
on \( I \) where \( W \) denotes the Wronskian determinant, then the functions \( y_1, \ldots, y_n \) are said to form a Markov system on \( I. \) The functions \( y_1, \ldots, y_n \) are said to form a Descartes system on \( I \) if

\[
W(y_{i_1}, \ldots, y_{i_k}) > 0, \quad 1 \leq i_1 < \cdots < i_k \leq n, \ 1 \leq k \leq n,
\]
on \( I. \) Furthermore, we shall say that \( y_1, \ldots, y_n \) form a Fekete system on \( I \) if

\[
W(y_i, y_{i+1}, \ldots, y_{i+k-1}) > 0, \quad 1 \leq i \leq n - k + 1, \ 1 \leq k \leq n,
\]
on \( I. \)

Pólya [6] showed that (1) is disconjugate on \( I \) if and only if (1) has a Markov system of solutions on \( I. \) In Coppel [2], it is shown that (1) has a Markov system of
solutions on $I$ if and only if (1) has a Descartes system of solutions on $I$; moreover, it is also shown in [2] that any Fekete system of functions is also a Descartes system of functions. Thus, the existence of either a Markov, Fekete, or Descartes system of solutions of (1) on $I$ is equivalent to the disconjugacy of (1) on $I$.

In this paper, we consider systems of solutions of (1), analogous to the above Markov, Fekete, and Descartes systems, whose existence are equivalent to the right disfocality of (1) on $I$. In that direction, Muldowney [4] obtained the following result:

**Theorem 1.1.** The equation (1) is right disfocal on $I$ if and only if there exist solutions $y_1, \ldots, y_n$ of (1) such that

$$W(y_1^{(j-1)}, \ldots, y_k^{(j-1)}) > 0, \quad 1 \leq j \leq n - k + 1, \quad 1 \leq k \leq n,$$

on $I$.

The system of solutions of (1) considered in Muldowney’s result is analogous in some sense to a Fekete system of solutions. Later in a much more extensive paper, Muldowney [5] extended this type of criteria to a general class of boundary value problems for (1) which included both the conjugate and the right focal types of problems. Although part of the results of this paper can be viewed as special cases of some of those of [5], we establish herein criteria solely for the right disfocality of (1) in terms of systems of solution of (1) which are in very close analogy to Markov and Descartes systems of solutions.

2. Definitions and determinant identities. In this section, we will define systems of functions analogous to those considered above, and we will prove a useful determinant identity.

**Definitions.** (i) Let $y_1, \ldots, y_n \in C^n(I)$. For $1 \leq k \leq n$ and indices $1 < i_1 < \cdots < i_k \leq n$, define

$$D^k(y^{i_1}, \ldots, y^{i_k}) \equiv \det[y^{(i_j - 1)}(x)]_{1 \leq j \leq k},$$

$x \in I$. If

$$D^k(y^{n-k+1}, \ldots, y^n) > 0, \quad 1 \leq k \leq n,$$
on $I$, we shall say that $y_1, \ldots, y_n$ form a $D$-Markov system on $I$. The functions $y_1, \ldots, y_n$ will be said to form a $D$-Descartes system on $I$ if

$$D^k(y^{i_1}, \ldots, y^{i_k}) > 0, \quad 1 \leq i_1 < \cdots < i_k \leq n, \quad 1 \leq k \leq n,$$
on $I$. Finally, if

$$D^k(y^i, y^{i+1}, \ldots, y^{i+k-1}) > 0, \quad 1 \leq i \leq n - k + 1, \quad 1 \leq k \leq n,$$
on $I$, we shall say that $y_1, \ldots, y_n$ form a $D$-Fekete system on $I$.

(ii) Let $A = [a_{ij}]_{1 \leq i, j \leq n}$ be a real $n \times n$ matrix. For $1 \leq k \leq n$ and indices $1 \leq i_1 < \cdots < i_k \leq n$, define

$$D^k(a^{i_1}, a^{i_2}, \ldots, a^{i_k}) \equiv \det[a_{ij}]_{1 \leq j, i \leq k},$$

and for $\beta = (b_1, \ldots, b_k) \in R^k$ and $1 \leq j \leq k$, define

$$D_j^k(a^{i_1}, \beta, \ldots, a^{i_{k-1}}) \equiv D^k(a^1, \ldots, a^k),$$
where
\[ a^l = a^{i_l}, \quad 1 \leq l \leq j - 1, \]
\[ a^j = \beta, \]
\[ a^l = a^{i_l - 1}, \quad j + 1 \leq l \leq k. \]

The following determinant identity is an application of Sylvester’s identity [3]. Muldowney [4, Lemma 2] has established this result for the case \( j = 2 \); the cases \( 2 < j \leq k \) follow from [4] by elementary row operations and properties of determinants.

**Lemma 2.1.** Let \( 2 \leq k \leq n \), indices \( 1 \leq i_1 < \cdots < i_k \leq n \), and \( \beta \in \mathbb{R}^k \) be given. Then for each \( 2 \leq j \leq k \),
\[
D_{j-1}^{k-1}(a^{i_2}, \ldots, \beta, \ldots, a^{i_{k-1}})D_k(a^{i_1}, \ldots, a^{i_k})
\]
\[ = D_{j-1}^{k-1}(a^{i_1}, \ldots, a^{i_{k-1}})D_{j-1}^k(a^{i_2}, \ldots, \beta, \ldots, a^{i_k}) \]
\[ + D_{j-1}^{k-1}(a^{i_2}, \ldots, a^{i_k})D_j^k(a^{i_1}, \ldots, \beta, \ldots, a^{i_{k-1}}). \]

**Corollary 2.2.** Let \( 1 \leq h \leq n \) be given. If \( D^m(a^1, a^{i_1+1}, \ldots, a^{i_1+m-1}) > 0 \), \( 1 \leq i \leq n - m + 1 \), \( 1 \leq m \leq h \), then \( D^k(a^1, \ldots, a^k) > 0 \) for all sets of indices satisfying \( 1 \leq i_1 < \cdots < i_k \leq n \), \( 1 \leq k \leq h \).

**Proof.** The proof is by induction on \( k \) and the difference \( i_k - i_1 \). For \( k = 1 \), the assertion is true. Now let \( 1 < k \leq h \) and assume \( D^l(a^{i_1}, \ldots, a^{i_l}) > 0 \) for all sets of indices satisfying \( 1 \leq i_1 < \cdots < i_l \leq n \), \( 1 \leq l < k \).

Note that from the hypotheses of the corollary, \( D^k(a^{i_1}, \ldots, a^k) > 0 \) for all sets of indices satisfying \( 1 \leq i_1 < \cdots < i_k \leq n \), \( i_k - i_1 = k - 1 \). As our second assumption, let \( \alpha > k - 1 \) and assume \( D^k(a^{i_1}, \ldots, a^k) > 0 \) for all sets of indices satisfying \( 1 \leq i_1 < \cdots < i_k \leq n \), \( k - 1 \leq i_k - i_1 < \alpha \).

Now let \( 1 \leq i_1 < \cdots < i_k \leq n \) with \( i_k - i_1 = \alpha \) be given. Then \( i_j - i_{j-1} > 1 \) for some \( 2 \leq j \leq k \). Set \( \beta = (b_1, \ldots, b_k) = (a_{i_j - 1 + 1}, \ldots, a_{i_j - 1 + 1}, k) \). Then by the induction hypotheses on \( k \), \( D_{j-1}^{k-1}(a^{i_2}, \ldots, \beta, \ldots, a^{i_{k-1}}), D_{j-1}^{k-1}(a^{i_1}, \ldots, a^{i_{k-1}}) \), and \( D_{j-1}^{k-1}(a^{i_2}, \ldots, a^k) \) are all positive. Further, by the induction hypotheses on \( i_k - i_1 \), \( D_{j-1}^k(a^{i_2}, \ldots, \beta, \ldots, a^k) \) and \( D_k(a^{i_1}, \ldots, \beta, \ldots, a^{i_{k-1}}) \) are both positive. Applying Lemma 2.1, we have that \( D^k(a^{i_1}, \ldots, a^k) > 0 \).

We observe here that if \( y_1, \ldots, y_n \in C^n(I) \) form a \( D \)-Fekete system, then as an application of Corollary 2.2, \( y_1, \ldots, y_n \) form a \( D \)-Descartes system. Such an application of the corollary can be viewed as a special case of a result of Muldowney’s [5, Proposition 1].

3. **Criteria for right disfocality.** In this section, we establish a number of conditions which are equivalent to the right disfocality of (1) on the compact interval \( I = [a, b] \).

**Definition.** We shall say that (1) is two-point right disfocal on \( I \) if each boundary value problem for (1) satisfying the conditions
\[
y^{(i-1)}(x_1) = 0, \quad 1 \leq i \leq k, \]
\[
y^{(i-1)}(x_2) = 0, \quad k + 1 \leq i \leq n, \]
\[
a \leq x_1 < x_2 \leq b, \quad 1 \leq k \leq n - 1, \]
has only the trivial solution.

The first result is due to Muldowney [4, Proposition 1].
Theorem 3.1. The equation (1) is two-point right disfocal on I if and only if (1) is right disfocal on I.

The next theorem relates the existence of a D-Markov system on a compact interval [c,d] to the existence of a D-Fekete system on the half-open interval (c,d].

Theorem 3.2. Let [c,d] be a compact subinterval of the reals. Suppose that y_1,...,y_n form a D-Markov system on [c,d] such that y_1(c) = y'_1(c) = ... = y_1^{(n-2)}(c) = 0. Then y_1,...,y_n form a D-Fekete system on (c,d].

Proof. y_1(x) satisfies D_1(y^n) = y_1^{(n-1)}(x) > 0 on [c,d], as well as the conditions y_1(c) = y'_1(c) = ... = y_1^{(n-1)}(c) = 0; hence, D_1(y^i) = y_i^{(i-1)}(c) > 0 on (c,d], 1 ≤ i ≤ n. The proof now proceeds by a double induction. Let k > 1 and assume for 1 ≤ l < k that D_l(y^l,...,y^{l+k-1}) > 0 on (c,d], 1 ≤ i ≤ n - l + 1. Note, from the hypotheses of the theorem, that D_k(y^{n-k+1},...,y^n) > 0 on [c,d], and so, let i < n - k + 1 and assume for i < h ≤ n - k + 1 that D_k(y^h,...,y^{h+k-1}) > 0 on (c,d] .

Now consider D_k(y^i,...,y^{i+k-1}). Noting that

\[ \frac{d}{dx} D_k(y^i,...,y^{i+k}) = D_k(y^i,...,y^{i+k-1} + y^{i+k}) \]

and applying Lemma 2.1 to D_k(y^i,...,y^{i+k-2},y^{i+k}), with j = k and

β = (y_1^{(i+k-2)}(x),...,y_k^{(i+k-2)}(x)),

we have

\[ D_{k-1}(y_1^{i+1},...,y_{i+k-1})D_k(y^i,...,y^{i+k-2},y^{i+k}) \]

\[ = D_{k-1}(y^i,...,y^{i+k-2})D_k(y^{i+1},...,y^{i+k}) + D_{k-1}(y^{i+1},...,y^{i+k-2},y^{i+k})D_k(y^i,...,y^{i+k-1}). \]

Set

\[ f(x) = D_k(y^i,...,y^{i+k-1}), \quad g(x) = D_{k-1}(y^{i+1},...,y^{i+k-1}), \]

\[ p(x) = D_{k-1}(y^i,...,y^{i+k-2})D_k(y^{i+1},...,y^{i+k}), \]

\[ q(x) = D_{k-1}(y^{i+1},...,y^{i+k-2},y^{i+k}). \]

Then \( f(x) = D_k(y^i,...,y^{i+k-1}) \) satisfies the initial value problem

\[ g(x)f'(x) = p(x) + q(x)f(x), \quad f(c) = 0. \]

Note that the induction hypotheses on k imply \( g(x) > 0 \) on (c,d], that the induction hypotheses on both k and i imply \( p(x) > 0 \) on (c,d], and that the hypotheses on k coupled with Corollary 2.2 imply \( q(x) > 0 \) on (c,d]. We further note that, since \( \frac{dg(x)}{dx} = q(x), g(x) \) is strictly increasing on [c,d].

Now it is also the case that \( g(c) = 0 \); thus, given \( δ > 0 \) and \( c + δ < x ≤ d \), it follows from the differential equation satisfied by \( f(x) \) that

\[ f(x) = g(x) \int_{c+δ}^{x} p(t) g'(t) \frac{dt}{t} + \frac{g(x)}{g(c+δ)} f(c+δ). \]
As a consequence of the preceding paragraph, it follows that \( f(x) > f(c + \delta) \) for all \( x > c + \delta \). Taking limits and invoking the initial condition \( f(c) = 0 \), it follows in turn that
\[
f(x) = D_k(y^1, \ldots, y^{i+k-1}) > 0 \quad \text{on } (c, d].
\]

Therefore, by induction, the family \( y_1, \ldots, y_n \) forms a \( D \)-Fekete system on \( (c, d] \).

We now present the main result of the paper.

**Theorem 3.3.** The following are equivalent:

(i) Equation (1) is right disfocal on \( I \).

(ii) Equation (1) is two-point right disfocal on \( I \).

(iii) Equation (1) has a \( D \)-Markov system of solutions \( y_1, \ldots, y_n \) on \( I \) which satisfy the partial set of initial conditions,
\[
y^{(i-1)}(a) = 0, \quad 1 < i < n - 1,
\]
\[
(-1)^{i-1}y^{(n-i)}(a) > 0, \quad 1 < i < n.
\]

(iv) Equation (1) has a \( D \)-Markov system of solutions \( y_1, \ldots, y_n \) on \( I \) such that \( y_1 \) satisfies \( y^{(i-1)}(a) = 0, \quad 1 < i < n - 1 \).

(v) Equation (1) has \( D \)-Fekete system of solutions on \( I \).

(vi) Equation (1) has a \( D \)-Descartes system of solutions on \( I \).

**Proof.** The pattern of proof will be (i) implies (ii) implies (iii) implies (iv) implies (v) implies (i). The equivalence of (v) and (vi) is immediate from the definitions and Corollary 2.2.

That (i) implies (ii), and in fact the equivalence of the two statements, follows from Theorem 3.1. For (ii) implies (iii), let us assume that (1) is two-point right disfocal on \( I \) and let \( y_1, \ldots, y_n \) be the fundamental set of solutions of (1) satisfying the initial conditions
\[
y^{(j-1)}(a) = 0, \quad 1 \leq j \leq n, \quad j \neq n - 1,
\]
\[
(-1)^{i-1}y^{(n-i)}(a) > 0, \quad 1 \leq i \leq n.
\]

We observe that \( D_k(y^{n-k+1}, \ldots, y^n) > 0 \) for \( x = a, \quad 1 \leq k \leq n \). If
\[
D_l(y^{n-l+1}, \ldots, y^n) = 0,
\]
for some \( 1 \leq l \leq n \) and some \( x = \tau \in (a, b] \), then there exists a nontrivial solution \( z = c_1y_1 + \cdots + c_ly_l \) of (1) such that
\[
z^{(n-l)}(\tau) = z^{(n-l+1)}(\tau) = \cdots = z^{(n-1)}(\tau) = 0.
\]

By construction, we also have
\[
z(a) = z'(a) = \cdots = z^{(n-l-1)}(a) = 0.
\]

The existence of such a solution \( z \) is a contradiction to the two-point right disfocality of (1), and we conclude that \( D_k(y^{n-k+1}, \ldots, y^n) > 0, \quad 1 \leq k \leq n, \) on \( [a, b] \); thus, (iii) is satisfied.

The fact that (iii) implies (iv) is trivially true. In proving that (iv) implies (v), let us assume that \( y_1, \ldots, y_n \) form a \( D \)-Markov system of solutions of (1) on \( I \) with \( y^{(i-1)}(a) = 0, \quad 1 \leq i \leq n - 1 \). It follows from the continuous dependence of the determinants \( D_k \) on solutions of (1) and from the continuous dependence of
solutions of (1) on initial conditions that, for \( \tau < a \) and sufficiently near to \( a \), if \( u \) is the solution of (1) satisfying the initial conditions
\[
u^{(i-1)}(\tau) = y_i^{(i-1)}(a), \quad 1 \leq i \leq n,
\]
then \( u, y_2, \ldots, y_n \) form a \( D \)-Markov system of solutions of (1) on the interval \([\tau, b]\). As a consequence of Theorem 3.2, \( u, y_2, \ldots, y_n \) form a \( D \)-Fekete system of solutions of (1) on \([\tau, b]\), hence a \( D \)-Fekete system of solutions on \([a, b]\). Therefore, (v) holds.

For (v) implies (i), we cite Muldowney’s result which we stated in the Introduction as Theorem 1.1, and the proof is complete.

REMARKS. (a) Concerning the proof of Theorem 3.3, we remark further that various results in Muldowney’s paper [5, Proposition 1 and Theorem 1] are relevant to some of the implications.

(b) That (1) has a \( D \)-Markov system of solutions on \( I \) is not sufficient for the right disfocality of (1) on \( I \). For example, \( y'' + y = 0 \) is not right disfocal on \( I = [a, b] \) if \( b - a \geq \pi/2 \). However, the solutions \( y_1(x) = -\cos x, \ y_2(x) = -\sin x \) form a \( D \)-Markov system of solutions on \((0, \pi)\), and thus, form a \( D \)-Markov system of solutions on compact subintervals of \((0, \pi)\) of length greater than \( \pi/2 \).

(c) Markov and Descartes systems play an important role in approximation theory; see, for example Cheney [1]. Our definitions used here are slight modifications of those usual in approximation theory.
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