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ABSTRACT. This paper considers the two-dimensional Volterra-Lotka competition equations which are almost periodic in time. Conditions for the existence of an asymptotically stable almost periodic solution with positive components are given.

Introduction. The main motivation for this work comes from a recent paper by K. Gopalsamy [5], who considers the system of \( n \) \((n \geq 2)\) differential equations

\[
(S) \quad x'_i(t) = x_i(t) \left[ b_i(t) - \sum_{j=1}^{m} a_{ij}(t)x_j(t) \right],
\]

\( i = 1, \ldots, n, \) where it is assumed that the functions \( b_i \) and \( a_{ij} \) are positive, continuous, bounded below by positive constants, and almost periodic on \((-\infty, \infty)\). In [5] it was shown that if \( a_{ijL}, a_{ijM} \) \((b_{ijL}, b_{ijM})\) denote the inf and sup of \( a_{ij}(t) \), \( i, j = 1, \ldots, n \) \((b_i(t), i = 1, \ldots, n)\), respectively, then the two sets of conditions

\[
(G_1) \quad b_{iL} > \sum_{j=1, j \neq i}^{n} a_{ijM}(b_{jM}/a_{jjL}), \quad i = 1, \ldots, n,
\]

and

\[
(G_2) \quad a_{iiL} > \sum_{j=1, j \neq i}^{n} a_{jjM}, \quad i = 1, \ldots, n,
\]

imply that the system \((S)\) has a solution \( \text{col}(x_1, \ldots, x_n) \) such that each component is almost periodic and bounded below by a positive constant on \((-\infty, \infty)\). Moreover, if \( \text{col}(x_1(t), \ldots, x_n(t)) \) is a solution of \((S)\) such that \( x_i(t_0) > 0 \) for some \( t_0 \), then \( \lim_{t \to -\infty} [x_i(t) - x_i(t_0)] = 0 \) for \( 1 \leq i \leq n \).

The ecological significance of such a system is discussed in [5].

It is easy to see, by considering the autonomous case for example, that conditions \((G_1)\) and \((G_2)\) are independent. In this paper we show that if \( n = 2 \) then conditions \((G_1)\) alone imply the assertion of the above-mentioned theorem of Gopalsamy. In [1] the author showed that if \( n = 2 \) and the functions \( a_{ij}(t), 1 \leq i, j \leq 2, \) and \( b_i(t) \) are merely assumed to be continuous and bounded above and below by positive
constants on an interval \([t_0, \infty)\), then conditions \((G_1)\) imply that the differences of the corresponding components of two solutions of \((S)\), both of whose components are positive at \(t_0\), tend to zero as \(t \to \infty\). To prove the above claim, it is therefore sufficient to show that if \(n = 2\) and the functions are almost periodic and bounded above and below by positive constants, then conditions \((G_1)\) imply the existence of an almost periodic solution both of whose components are bounded below by positive constants. This is the content of Theorem 2 of this note.

The periodic case under conditions \((G_1)\) with \(n = 2\) was treated in \([2]\) but by completely different methods.

In regard to the theory of almost periodic functions, this paper is self-contained since the only fact from the theory which we use is Bochner’s criterion for almost periodicity which we may take as a definition (see, for example, \([4]\)). This says that a function \(g(t)\), continuous on \(-\infty < t < \infty\), is almost periodic if and only if for every sequence of numbers \(\{\tau_m\}_{m=1}^\infty\), there exists a subsequence \(\{\tau_{m_k}\}_{k=1}^\infty\) such that the sequence of translates \(\{g(t + \tau_{m_k})\}_{k=1}^\infty\) converges uniformly on \((-\infty, \infty)\).

We also use ideas from a classic paper by Amerio \([3]\) on almost periodic systems of differential equations, although we do not use his theorem directly. We first consider the system \((S)\) for \(n = 2\), where it is only assumed that the functions be continuous and bounded above and below by positive constants on \((-\infty, \infty)\).

**Existence of an almost periodic solution.** Consider the system of differential equations

\[
\begin{align*}
u' &= u[a(t) - b(t)u(t) - c(t)v(t)], \\
v' &= v[d(t) - e(t)u(t) - f(t)v(t)],
\end{align*}
\]

where the functions \(a(t), b(t), c(t), d(t), e(t)\) and \(f(t)\) are continuous and bounded above and below by positive constants. Given a function \(g(t)\), we let \(g_L\) and \(g_M\) denote \(\inf_{-\infty < t < \infty} g(t)\) and \(\sup_{-\infty < t < \infty} g(t)\), respectively. Throughout this paper we assume the inequalities \(a_M/b_L > c_M/d_L > b_M/c_L > 0\).

As in \([1]\), let \(\varepsilon, k_1, k_2\) be numbers satisfying the inequalities

\[
0 < \varepsilon < k_1, k_2, \quad a_M/b_L < k_1, \quad d_M/f_L < k_2, \\
d_L - \varepsilon k_1 - f_M \varepsilon > 0, \quad a_L - b_M \varepsilon - c_M k_2 > 0.
\]

Let \(S = \{\text{col}(\xi, \eta) | \xi \leq \eta \leq k_1, \varepsilon \leq \eta \leq k_2}\}.

**THEOREM 1.** There exists a unique solution \(\text{col}(u_0(t), v_0(t))\) of \((1)\) defined on \((-\infty, \infty)\), with \(\text{col}(u_0(t), v_0(t)) \in S\) for all \(t\) in \((-\infty, \infty)\).

The proof of Theorem 1 follows from the following two lemmas.

**LEMMA 1.** There exist solutions \(\text{col}(u^*(t), v^*(t))\) and \(\text{col}(u_*(t), v_*(t))\), defined on \((-\infty, \infty)\), with \(\varepsilon \leq u_*(t) \leq u^*(t) \leq k_1\), and \(\varepsilon \leq v_*(t) \leq v^*(t) \leq k_2\), and such that if \(\text{col}(\hat{u}(t), \hat{v}(t))\) is any other solution with \(\text{col}(\hat{u}(t), \hat{v}(t)) \in S\) for all \(t\), then \(u_*(t) \leq \hat{u}(t) \leq u^*(t)\) and \(v_*(t) \leq \hat{v}(t) \leq v^*(t)\).

**PROOF.** In \([1]\) it was shown that if \(\text{col}(u_1(t), v_1(t))\) and \(\text{col}(u_2(t), v_2(t))\) are two solutions with \(u_1(t_0) = k_1, v_1(t_0) = \varepsilon, u_2(t_0) = \varepsilon, v_2(t_0) = k_2\) for some \(t_0\) in \((-\infty, \infty)\), then \(\varepsilon \leq u_2(t) \leq u_1(t) \leq k_1\) and \(\varepsilon \leq v_1(t) \leq v_2(t) \leq k_2\) for all \(t \geq t_0\).
For each integer \( n, n = 1, 2, \ldots \), let \( \col(u_{1n}(t), v_{1n}(t)) \) and \( \col(u_{2n}(t), v_{2n}(t)) \) be the solutions satisfying

\[
\col(u_{1n}(-n), v_{1n}(-n)) = \col(k_1, \varepsilon) \quad \text{and} \quad \col(u_{2n}(-n), v_{2n}(-n)) = \col(\varepsilon, k_2).
\]

By applying the previous result, it follows that \( \col(u_{kn}(t), v_{kn}(t)) \) is defined for \(-n \leq t < \infty, k = 1, 2, \varepsilon \leq u_{2n}(t) \leq u_{1n}(t) \leq k_1 \), and \( \varepsilon \leq v_{1n}(t) \leq v_{2n}(t) \leq k_2 \) for all \( t \geq -n \). Since we have \( \varepsilon \leq u_{2n}(0) \leq u_{1n}(0) \leq k_1 \) and \( \varepsilon \leq v_{1n}(0) \leq v_{2n}(0) \leq k_2 \) for all \( n \), it follows that there exists a sequence of integers \( \{n_j\}_{j=1}^\infty \) such that the sequences \( \{u_{1nj}(0)\}, \{u_{2nj}(0)\}, \{v_{1nj}(0)\} \) and \( \{v_{2nj}(0)\} \) converge to numbers \( \xi^*, \eta^* \) and \( \eta^* \), respectively, satisfying \( \varepsilon \leq \xi^* \leq \varepsilon \leq \xi^* \leq k_1 \) and \( \varepsilon \leq \eta^* \leq \eta^* \leq k_2 \).

Let \( \col(u^*(t), v^*(t)) \) and \( \col(u_*(t), v_*(t)) \) be the solutions satisfying

\[
\col(u^*(0), v^*(0)) = \col(\xi^*, \eta^*) \quad \text{and} \quad \col(u_*(0), v_*(0)) = \col(\xi^*, \eta^*).
\]

Now, we wish to show that \( \col(u^*(t), v^*(t)) \) and \( \col(u_*(t), v_*(t)) \) satisfy the assertions of the lemma. If \( \dom(\col(u^*(t), v^*(t))) \neq (-\infty, \infty) \), then there must exist a number \( t_0 \) in the domain of \( \col(u^*(t), v^*(t)) \) such that \( \col(u^*(t_0), v^*(t_0)) \notin S \).

Since \( \col(u_{1nj}(0), v_{1nj}(0)) \to \col(u^*(0), v^*(0)) \) as \( j \to \infty \), it follows that

\[
\col(u_{1nj}(t), v_{1nj}(t)) \to \col(u^*(t), v^*(t))
\]

uniformly on compact subsets of the domain of \( \col(u^*(t), v^*(t)) \). In particular,

\[
\col(u_{1nj}(0), v_{1nj}(0)) \to \col(u^*(0), v^*(0)) \quad \text{as} \quad j \to \infty.
\]

Hence, \( \col(u_{1nj}(0), v_{1nj}(0)) \notin S \) for \( j \) large enough. But, by construction, \( \varepsilon \leq u_{1nj}(t) \leq k_1 \) and \( \varepsilon \leq v_{1nj}(t) \leq k_2 \) on the interval \( (-n_j, \infty) \), which implies that \( \col(u_{1nj}(0), v_{1nj}(0)) \in S \) if \( -n_j < t_0; \) a contradiction. This shows that

\[
\dom(\col(u^*(t), v^*(t))) = (-\infty, \infty).
\]

Similarly,

\[
\dom(\col(u_*(t), v_*(t))) = (-\infty, \infty).
\]

We note that for a given number \( \hat{t} \), by continuity with respect to initial conditions, we have \( \lim_{j \to -\infty} u_{1nj}(\hat{t}) = u^*(\hat{t}), \lim_{j \to -\infty} v_{1nj}(\hat{t}) = v^*(\hat{t}) \), \( \lim_{j \to -\infty} u_{2nj}(\hat{t}) = u_*(\hat{t}) \), and \( \lim_{j \to -\infty} v_{2nj}(\hat{t}) = v_*(\hat{t}) \). Also, \( \varepsilon \leq u_{2nj}(\hat{t}) \leq u_{1nj}(\hat{t}) \leq k_1 \), and \( \varepsilon \leq v_{1nj}(\hat{t}) \leq v_{2nj}(\hat{t}) \leq k_2 \) if \( -n_j \leq \hat{t} \). Letting \( j \to -\infty \), we obtain \( \varepsilon \leq u_*(\hat{t}) \leq u^*(\hat{t}) \leq k_1 \) and \( \varepsilon \leq v_*(\hat{t}) \leq v^*(\hat{t}) \leq k_2 \).

Next, assume that \( \col(\hat{u}(t), \hat{v}(t)) \) is a solution of (1) satisfying the inequalities \( \varepsilon \leq \hat{u}(t) \leq k_1 \) and \( \varepsilon \leq \hat{v}(t) \leq k_2 \). Let \( t_0 \) be an arbitrary number. Then, for \( -n_j < t_0 \), we have \( u_{2nj}(-n_j) = \varepsilon \leq \hat{u}(-n_j) \) and \( \hat{v}(-n_j) \leq k_2 = v_{2nj}(-n_j) \). It follows from our earlier comparison result (see [1]) that \( u_{2nj}(t) \leq \hat{u}(t) \) and \( \hat{v}(t) \leq v_{2nj}(t) \) if \( -n_j \leq t < \infty \). In particular, \( u_{2nj}(t_0) \leq \hat{u}(t_0) \) and \( \hat{v}(t_0) \leq v_{2nj}(t_0) \). By the first part of the proof, we have

\[
\lim_{j \to -\infty} \col(u_{2nj}(t_0), v_{2nj}(t_0)) = \col(u_*(t_0), v_*(t_0)).
\]

Consequently, \( u_*(t_0) \leq \hat{u}(t_0) \) and \( \hat{v}(t_0) \leq v_*(t_0) \). The inequalities \( \hat{u}(t) \leq u^*(t) \) and \( v^*(t) \leq \hat{v}(t) \) follow similarly.
LEMMA 2. Let $\text{col}(u^*(t), v^*(t))$ and $\text{col}(u_*(t), v_*(t))$ be as in Lemma 1. Then, $\text{col}(u^*(t), v^*(t)) = \text{col}(u_*(t), v_*(t))$ for all $t$ in $(-\infty, \infty)$.

PROOF. We note that

\[
\frac{u'(t)}{u(t)} - \frac{u'(t)}{u_*(t)} = -b(t)(u^*(t) - u_*(t)) - c(t)(v^*(t) - v_*(t)).
\]

Similarly,

\[
\frac{v'(t)}{v(t)} - \frac{v'(t)}{v_*(t)} = -c(t)(u^*(t) - u_*(t)) - f(t)(v^*(t) - v_*(t)).
\]

Consequently, we have

\[
\frac{d}{dt} \ln \left( \frac{u^*(t)}{u_*(t)} \right) = -b(t)(u^*(t) - u_*(t)) - c(t)(v^*(t) - v_*(t)),
\]

\[
\frac{d}{dt} \ln \left( \frac{v_*(t)}{v^*(t)} \right) = -c(t)(u^*(t) - u_*(t)) - f(t)(v^*(t) - v_*(t)).
\]

Therefore,

\[
\frac{d}{dt} \ln \left( \frac{u^*(t)}{u_*(t)} \right) \leq -b_L(u^*(t) - u_*(t)) + c_M(v_*(t) - v^*(t)),
\]

\[
\frac{d}{dt} \ln \left( \frac{v_*(t)}{v^*(t)} \right) \leq c_M(u^*(t) - u_*(t)) = f_L(v_*(t) - v^*(t)).
\]

Multiplying (2) by $f_L$ and (3) by $c_M$, and adding, we obtain

\[
\frac{d}{dt} \left[ f_L \ln \left( \frac{u^*(t)}{u_*(t)} \right) + c_M \ln \left( \frac{v_*(t)}{v^*(t)} \right) \right] \leq (c_Me_M - f_Lb_L)(u^*(t) - u_*(t)).
\]

Let $\Delta = f_Lb_L - c_Me_M$. It follows that $\Delta > 0$, since

\[
a_L \geq \frac{c_Md_M}{f_L} \geq \left( \frac{c_M}{f_L} \right) d_L > \frac{c_M}{f_L} \cdot \frac{e_M}{b_L} \cdot a_M \geq \frac{c_Me_M}{f_Lb_L} \cdot a_L.
\]

Therefore, (4) can be written as

\[
\frac{d}{dt} \left[ f_L \ln \left( \frac{u^*(t)}{u_*(t)} \right) + c_M \ln \left( \frac{v_*(t)}{v^*(t)} \right) \right] \leq \frac{1}{\Delta} \left[ f_L \ln \left( \frac{u^*(t)}{u_*(t)} \right) + c_M \ln \left( \frac{v_*(t)}{v^*(t)} \right) \right].
\]

Similarly, multiplying (2) by $e_M$ and (3) by $b_L$, and adding, we obtain

\[
\frac{d}{dt} \ln \left( \frac{u^*(t)}{u_*(t)} \right) \leq \frac{1}{\Delta} \left[ e_M \ln \left( \frac{u^*(t)}{u_*(t)} \right) + b_L \ln \left( \frac{v_*(t)}{v^*(t)} \right) \right].
\]

Since the $\ln$ function is increasing, we have

\[
0 \leq \ln \left( \frac{u^*(t)}{u_*(t)} \right) \leq \ln \left( \frac{k_1}{c} \right), \quad 0 \leq \ln \left( \frac{v_*(t)}{v^*(t)} \right) \leq \ln \left( \frac{k_2}{c} \right).
\]

Therefore, it follows from (5) that for any fixed number $T > 0$,

\[
0 \leq \int_{-T}^{T} (u^*(t) - u_*(t)) \, dt \leq M_1.
\]
where $M_1$ is some number independent of $t$. Hence $\int_{-\infty}^{\infty} (u^*(t) - u_*(t))\, dt \leq M_1 < \infty$. Similarly, $\int_{-\infty}^{\infty} (v_*(t) - v^*(t))\, dt \leq M_2 < \infty$ for some number $M_2$.

We wish to show that $u^*(t) - u_*(t) \to 0$ and $v_*(t) - v^*(t) \to 0$ as $t \to \pm \infty$. If $w(t) = u^*(t) - u_*(t)$, then it follows from the form of the differential equation (1) and the boundedness of the functions $a(t), \ldots, f(t)$ that $w'(t)$ is bounded. It follows that $\int_{-\infty}^{0} w'(t) w(t)\, dt$ and, hence, $\lim_{T \to \infty} \int_{-T}^{0} 2w'(t) w(t)\, dt$ exists. We note that $\int_{-T}^{0} 2w'(t) w(t)\, dt = w(0)^2 - w(-T)^2$ implies that $\lim_{T \to \infty} w(-T)$ exists. Therefore, since $\int_{-\infty}^{\infty} w(t)\, dt$ exists, we must have $\lim_{T \to \infty} w(-T) = 0$.

A similar argument can be applied to $\int_{0}^{\infty} w'(t) w(t)\, dt$. Since

$$\frac{u^*(t) - u_*(t)}{k_1} \leq \frac{u^*(t) - u_*(t)}{u^*(t)} \leq \frac{u^*(t) - u_*(t)}{\varepsilon},$$

it follows that $\lim_{s \to \pm \infty} ((u^*(s) - u_*(s))/u_*(s)) = 0$. Consequently,

$$\lim_{s \to \pm \infty} (u^*(s)/u_*(s)) = 1, \quad \text{and} \quad \lim_{s \to \pm \infty} \ln(u^*(s)/u_*(s)) = 0.$$

Similarly, $\lim_{s \to \pm \infty} \ln(v_*(s)/v^*(s)) = 0$. It follows from (5) and (6) that

$$\int_{-\infty}^{\infty} (u^*(t) - u_*(t))\, dt = 0 = \int_{-\infty}^{\infty} (v_*(t) - v^*(t))\, dt.$$

Hence, $u^*(t) \equiv u_*(t)$ and $v^*(t) \equiv v_*(t)$.

**Theorem 2.** Assume that the functions $a(t), b(t), c(t), d(t), e(t)$ and $f(t)$ are almost periodic. If $a_L > c_M d_M / f_L$ and $d_L > c_M a_M / b_L$, then the unique solution $\text{col}(u_0(t), v_0(t))$ of Theorem 1 is almost periodic.

**Proof.** Let $\{\tau_m\}_{m=1}^{\infty}$ be an arbitrary sequence of numbers. We wish to show that there exists a subsequence $\{\tau_{m,k}\}$ of $\{\tau_m\}$ such that the sequence $\{u_0(t + \tau_{m,k}), v_0(t + \tau_{m,k})\}$ converges uniformly on $(-\infty, \infty)$. We let $\|\|$ denote the Euclidean norm.

Since $a(t), b(t), \ldots, f(t)$ are almost periodic, there exists a subsequence $\{\tau_{m,k}\}$ of $\{\tau_m\}$ such that $\{a(t + \tau_{m,k}), \ldots, f(t + \tau_{m,k})\}$ converge uniformly to functions $a^*(t), \ldots, f^*(t)$, respectively, on $(-\infty, \infty)$. It is easy to see that $a_M^* = a_L, a_M^* = a_M, f_M^* = f_L$, and $f_M^* = f_M$.

It follows from Theorem 1 that the system

$$\begin{cases}
  u'(t) = u(t)[a^*(t) - b^*(t)u(t) - c^*(t)v(t)], \\
  v'(t) = v(t)[d^*(t) - e^*(t)u(t) - f^*(t)v(t)]
\end{cases}$$

has a solution $\text{col}(u_0^*(t), v_0^*(t))$ defined on $(-\infty, \infty)$ such that $(u_0^*(t), v_0^*(t)) \in S$ for all $t$ in $(-\infty, \infty)$. We claim that $(u_0(t + \tau_{m,k}), v_0(t + \tau_{m,k})) \to (u_0^*(t), v_0^*(t))$ uniformly as $k \to \infty$, which will show that $\text{col}(u_0(t), v_0(t))$ is almost periodic. Suppose that the claim is false. Then there exists a subsequence $\{\tau_{m,k_j}\}$ of $\{\tau_{m,k}\}$, a sequence of numbers $\{s_j\}$, and a fixed number $\alpha > 0$ such that

$$\| (u_0(s_j + \tau_{m,k_j}), v_0(s_j + \tau_{m,k_j})) - (u_0^*(s_j), v_0^*(s_j)) \| \geq \alpha, \quad \text{for all } j.$$

Since the functions $a(t), \ldots, f(t)$ are almost periodic, we may assume, without loss of generality, that $a(t + \tau_{m,k_j} + s_j) \to a(t), \ldots, f(t + \tau_{m,k_j} + s_j) \to f(t)$ as $j \to \infty$,
uniformly with respect to \( t \) in \((-\infty, \infty)\). It follows that \( a^*(t + s_j) \to \hat{a}(t), \ldots, f^*(t + s_j) \to \hat{f}(t) \) as \( j \to \infty \), uniformly with respect to \( t \) in \((-\infty, \infty)\), and hence \( \hat{a}_L = a_L, \hat{a}_M = a_M, \ldots, \hat{f}_L = f_L, \) and \( \hat{f}_M = f_M \). Since \( \text{col}(u_0(t), v_0(t)) \in S \) for all \( t \) in \((-\infty, \infty)\), we can assume without loss of generality that \( (u_0(s_j + \tau_{mk_j}), v_0(s_j + \tau_{mk_j})) \to (\xi_0, \eta_0) \) as \( j \to \infty \), where \( (\xi_0, \eta_0) \in S \). Similarly, we may assume that \( (u_0^*(s_j), v_0^*(s_j)) \to (\xi_0^*, \eta_0^*) \) as \( j \to \infty \). Clearly, \( \| (\xi_0, \eta_0) - (\xi_0^*, \eta_0^*) \| \geq \alpha \).

For each integer \( j, j = 1, 2, \ldots, \), \( \text{col}(u_0(t + \tau_{mk_j} + s_j), v_0(t + \tau_{mk_j} + s_j)) \) is a solution of the system

\[
\begin{align*}
(u') &= u[a(t + \tau_{mk_j} + s_j) - b(t + \tau_{mk_j} + s_j)u - c(t + \tau_{mk_j} + s_j)v], \\
v' &= v[d(t + \tau_{mk_j} + s_j) - e(t + \tau_{mk_j} + s_j)u - f(t + \tau_{mk_j} + s_j)v].
\end{align*}
\]

Consider the solution \( \text{col}(\hat{u}_0, \hat{v}_0) \) of

\[
\begin{align*}
u' &= u[a(t) - b(t)u - c(t)v], \\
v' &= v[d(t) - e(t)u - f(t)v],
\end{align*}
\]

having the initial value \( \text{col}(\hat{u}_0(0), \hat{v}_0(0)) = \text{col}(\xi_0, \eta_0) \). We have two systems

\[
\begin{align*}
u' &= f(t,u,v), \\
v' &= g(t,u,v)
\end{align*}
\]

and

\[
\begin{align*}
u' &= f_j(t,u,v), \\
v' &= g_j(t,u,v)
\end{align*}
\]

where the right side of \((1_j)\) converges uniformly to the right side of \((1')\) on compact subsets of \( R^3 \), as \( j \to \infty \). Also the initial values satisfy the property that \( \text{col}(u_0(\tau_{mk_j} + s_j), v_0(\tau_{mk_j} + s_j)) \to \text{col}(\xi_0, \eta_0) \). Hence it follows that

\( (u_0(t + \tau_{mk_j} + s_j), v_0(t + \tau_{mk_j} + s_j)) \to (\hat{u}_0(t), \hat{v}_0(t)) \)

uniformly on compact subintervals of the domain of \( \text{col}(\hat{u}_0(t), \hat{v}_0(t)) \). This implies that \( (\hat{u}_0(t), \hat{v}_0(t)) \in S \) for all \( t \).

Now, recall that \( \text{col}(u_0^*(t), v_0^*(t)) \) is the unique solution of \((7)\) with \( (u_0^*(t), v_0^*(t)) \in S \) for all \( t \). For each integer \( j, \) \( \text{col}(u_0^*(t + s_j), v_0^*(t + s_j)) \) is a solution of

\[
\begin{align*}
u' &= u[a^*(t + s_j) - b^*(t + s_j)u - c^*(t + s_j)v], \\
v' &= v[d^*(t + s_j) - e^*(t + s_j)u - f^*(t + s_j)v],
\end{align*}
\]

with \( (u_0^*(s_j), v_0^*(s_j)) \to (\xi_0^*, \eta_0^*) \) as \( j \to \infty \). Since \( a^*(t + s_j) \to \hat{a}(t), \ldots, f^*(t + s_j) \to \hat{f}(t) \) as \( j \to \infty \), uniformly with respect to \( t \), it follows that if \( \text{col}(\hat{u}_0^*, \hat{v}_0^*) \) is the solution of \((1')\) with \( \text{col}(\hat{u}_0^*(0), \hat{v}_0^*(0)) = \text{col}(\xi_0^*, \eta_0^*) \), then \( (u_0^*(t + s_j), v_0^*(t + s_j)) \to (\hat{u}_0(t), \hat{v}_0(t)) \) uniformly on compact subintervals of the domain of \( \text{col}(\hat{u}_0^*, \hat{v}_0^*) \). By the same argument given before, we have \( (\hat{u}_0^*(t), \hat{v}_0^*(t)) \in S \) for all \( t \). We also have \( (\hat{u}_0(t), \hat{v}_0(t)) \in S \) for all \( t \). Since both are solutions of \((1')\), and since \( \hat{a}_L = a_L, \hat{a}_M = a_M, \ldots, \hat{f}_L = f_L, \) and \( \hat{f}_M = f_M \), we must have \( (\hat{u}_0(t), \hat{v}_0(t)) \equiv (\hat{u}_0^*(t), \hat{v}_0^*(t)) \) by Theorem 1. But, \( (\hat{u}_0(0), \hat{v}_0(0)) = (\xi_0, \eta_0), \) \( (\hat{u}_0^*(0), \hat{v}_0^*(0)) = (\xi_0^*, \eta_0^*) \), and \( \| (\xi_0, \eta_0) - (\xi_0^*, \eta_0^*) \| \geq \alpha \), which is a contradiction. This proves the theorem.
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