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ABSTRACT. We give a complete description of domains of blow up for general second order inequalities, which allows us to obtain some new results on nonexistence of global solutions for nonlinear hyperbolic equations, both in \( \mathbb{R}^n \) and bounded domains.

1. Introduction. We study domains of "blow up" of nonlinear evolution equations, i.e., the set of initial data for which the solution goes to infinity in some norm, as time \( t \) tends to some finite value. Our main result, Theorem 1, provides (under minimal assumptions) a complete description of the domain of blow up for general second order ordinary differential inequalities. We then use it as a tool to derive some new blow up results for several classes of nonlinear hyperbolic equations, both in \( \mathbb{R}^n \) and in bounded domains.

In [10] H. Levine lists six available techniques for proving blow up of nonlinear evolution equations. All of them involve establishment of a differential inequality for some functional of the solution. One of these techniques "the eigenfunction method" consists in proving blow up of the first Fourier coefficient of solution (the earlier references are S. Kaplan [7], R. Glassey [3]). We illustrate it for the equation

\[
(*) \quad u_{tt} - \Delta u = f(u), \quad x \in \Omega, \ t > 0,
\]

with \( \Omega \) smooth bounded domain in \( \mathbb{R}^n \), \( n \geq 1 \), \( f \) a convex function.

Let \( \phi(x) > 0 \) and \( \lambda \) be the principal eigenfunction and eigenvalue respectively of \( -\Delta \) on \( \Omega \), with \( \int_\Omega \phi \ dx = 1 \). Define \( w(t) = \int_\Omega u(x,t)\phi(x) \ dx \). Then using the Jensen's inequality and integration by parts, one easily gets (see [4])

\[
(**) \quad w'' + \lambda w \geq f(w),
\]

\[
 w(0) = \int_\Omega u(x,0)\phi(x) \ dx \equiv w_1, \quad w'(0) = \int_\Omega u_t(x,0)\phi(x) \ dx \equiv w_2.
\]

If \( (w_1, w_2) \) belongs to the domain of blow up of \( (** \) ), then no global (i.e., for all \( t > 0 \)) solutions can exist for \( (*) \). Theorem 1 below reduces the question to a straightforward analysis of the conservative equation \( w'' + \lambda w = f(w) \).

In §3 we take up accretive equations of the form \( u_{tt} - \Delta u = f(u_t) \), where a similar approach leads to nonconservative differential inequalities. Theorem 2 presents a description of the domain of blow up for \( f = u_t^p \), \( p \) an even integer.
In §5 we consider a class of nonlinear hyperbolic equations in $\mathbb{R}^n$, following T. Kato [8]. T. Kato has essentially proved that the conditions (i)-(iii) of §5 and $p \leq (n+1)/(n-1)$ imply nonexistence of global solutions, provided the initial data satisfies (16). In the Theorem 3 under a stronger restriction $p \leq (n+2)/n$ we show that blow up occurs for a considerably wider set of data, in particular if $\int_{\mathbb{R}^n} u(x,0) \, dx < 0$. In Theorem 4 we present a proof of T. Kato’s result, partly for completeness, partly since our approach, based on the theory of Emden-Fowler equations (see [2]), appears to be more systematic and simpler.

2. Blow up of solutions of differential inequalities.

DEFINITION 1. Consider the differential inequality

$$ w'' \geq f(w,w'), \quad w(0) = w_1, \quad w'(0) = w_2. $$

By the domain of blow up for (1) we mean the set of all pairs $(w_1,w_2)$, such that any solution of (1) tends to $+\infty$ in finite time. (We consider solutions in the class of piecewise $C^2$ functions.)

DEFINITION 2. Let $D$ be some domain in $(w,w')$ plane. By the shaded region of $D$ we understand $\{(w,w') \mid (w,w' + \delta) \in D \text{ for some } \delta \geq 0\}$. (Think of sun rays coming down parallel to the $w'$ axis.) The set of points in the shaded region of $D$, which are not in $D$, will be called the shade of $D$.

THEOREM 1. Assume that the function $f(w,w')$ is such as to provide local existence, uniqueness and continuous dependence on data for (2) below (e.g., Lipschitz continuous). Let $D$ be the region complementary in $\mathbb{R}^2$ to the domain of blow up for

$$ w'' = f(w,w'), \quad w(0) = w_1, \quad w'(0) = w_2. $$

Then the shaded region of $D$ is complementary in $\mathbb{R}^2$ to the interior of the domain of blow up for (1). The boundary point will belong to the domain of blow up of (1) iff the trajectory of (2), starting at this point, will stay in the interior of the domain of blow up of (3) for all $t > 0$.

PROOF. Part A. We show that some of the solutions of (1), originating in the shaded region of $D$ exist for all time. If the initial point $P$ lies in $D$, there is nothing to prove, since the solution of (2) starting at $P$ is also a solution of inequality (1). So let $P$ lie in the shade of $D$. Notice that the inequality (1) can be written as $\ddot{w} = f(w,\dot{w}) + u(t)$, or in the system form as (with $u(t) \geq 0$)

$$ \dot{w} = v, \quad \dot{v} = f(w,v) + u(t). $$

The vector field of (3), $\overline{v} = (v, f(w,v) + u(t))$ has the first component and $f(w,v)$ bounded on compact sets. Also, without loss of generality we may assume $v$ to be of one sign, say negative. Let $R$ be a point in the region $D$ directly over $P$, and $Q$ an arbitrary point in the same component of $D$ to the left of $R$. By choosing $u(t)$ sufficiently large, we can make the vector field $\overline{v}$ point inside the triangle $PQR$ along the line $PQ$ (and $\overline{v}$ points inside $PQR$ along $PR$). Hence there is a solution of the inequality (1), which starts at $P$ and enters the region $D$ at some time $t = T$. Setting $u(t) \equiv 0$ for $t > T$, we get a global solution for our inequality (1).

Part B. We show that any solution of the inequality (1), originating outside the shaded region of $D$, will blow up in finite time. Rewrite (2) in the system form as

$$ x = y, \quad \dot{y} = f(x,y). $$
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By $X_A(t)$ and $Y_A(t)$ we shall denote the trajectories starting at the point $A$ of (2) and (3), respectively.

**Step 1.** We show that any solution of $(2)'$, starting outside the shaded region of $D$, will never enter the shade of $D$ (it cannot enter $D$ by definition). Indeed, assume that the trajectory $X_A(t)$ goes into the shade of $D$. We may assume that $A$ lies in the lower half plane $y < 0$ (otherwise refer to Step 3). Since it blows up, $X_A(t)$ must reach the $x$ axis at some point $A$, see Figure 1. Notice that all trajectories of $(2)'$, starting on $x = a$ above $A$ blow up, hence they must reach the $x$ axis. If we choose a point $B$ on $x = a$ sufficiently close to the $x$ axis, then by the continuous dependence on data it follows that $X_B(t)$ reaches the $x$ axis (at $B$), while staying in the unshaded region. Now let $A \rightarrow B$, then $A \rightarrow B$, and the trajectory $X_A(t)$ must pass through $D$, which is a contradiction.

**Step 2.** Since any trajectory $Y_A(t)$ lies above $X_A(t)$, it follows that $Y_A(t)$ will enter the upper half-plane, while staying in the unshaded region.

**Step 3.** Finally, we show that any solution of (3), starting at a point $A$ in the upper half-plane, outside of shaded region of $D$, blows up in finite time. Similarly to the Step 1, notice that $X_A(t)$ lies above $D$ (which obviously cannot extend to $y = +\infty$, since everything to the left of it, including $A$ would then lie in $D$). Hence $Y_A(t)$ also lies above $D$. Since along these trajectories both $x(t)$ and $u(t)$ increase monotonically, and $x(t) \rightarrow +\infty$ in finite time, it remains to show that $u(t) \geq x(t)$. For that it suffices to show that if $x(t_1) = u(t_2)$, then $t_1 \geq t_2$. Indeed,

$$t_1 = \int_{h_1}^{x(t_1)} \frac{dx}{y(x)} \geq \int_{h_1}^{u(t_2)} \frac{du}{v(u)} = t_2,$$

which finishes the proof.

**Example 1.** $w'' \geq w^p$, $w(0) = w_1$, $w'(0) = w_2$ ($p > 1$).
The complement to the domain of blow up of \( w'' = w^p \) consists of the curve \( \Gamma : w' = -\sqrt{2/(p+1)}w^{(p+1)/2}, \ w \geq 0 \). Hence the domain of blow up for \( w'' \geq w^p \) is the complement in \( \mathbb{R}^2 \) of the shaded region of \( \Gamma \) (it includes the ray \( w = 0, \ w' < 0 \)).

3. Blow up for a class of equations in bounded domains. We study the blow up of solutions for the following problem (\( \Omega \subset \mathbb{R}^n \), \( n \geq 1 \),

\[
(4) \quad \frac{\partial u}{\partial t} = \Delta u + u^p, \quad x \in \Omega, \ t > 0, \ p \text{ an even integer}, \\
\quad u(x,0) = g(x), \quad \frac{\partial u}{\partial t}(x, 0) = h(x), \\
\quad u(x, t) = 0, \quad x \in \partial \Omega.
\]

Let \( \phi(x) \) and \( \lambda \) denote the principal eigenfunction and eigenvalue of \( \Delta \phi + \lambda \phi = 0 \) in \( \Omega \), \( \phi = 0 \) on \( \partial \Omega \), with \( \phi > 0 \) in \( \Omega \) and \( \int_{\Omega} \phi \, dx = 1 \) (which are known to exist under proper assumptions on \( \Omega \)). Letting as before \( w = \int_{\Omega} u \phi \, dx \), integrating by parts and using the Hölder's inequality, we get

\[
(5) \quad w'' \geq -\lambda w + w^p,
\]

\[
w(0) = \int_{\Omega} g(x) \phi(x) \, dx \equiv w_1, \quad w'(0) = \int_{\Omega} h(x) \phi(x) \, dx \equiv w_2,
\]

and we are interested in the domain of blow up for (5).

The case \( p = 2 \) is special, since the equation \( w'' = -\lambda w + w^2 \) can be integrated explicitly. First, by stretching time (this does not affect the blow up of solutions) we reduce it to

\[
(6) \quad w'' = -w + w^2.
\]

Letting \( w' = p(w) \), \( w'' = p'p \), we get \((p^2/2)' = -w + p^2\), which is a linear equation for \( p^2 \). Integrating, we get the phase curves for (6)

\[
(7) \quad w' = \pm \sqrt{ce^{2w} + w + \frac{1}{2}}.
\]

The constant \( c \) is determined by the initial data, \( c = (w_2^2 - w_1 - \frac{1}{2})e^{-2w_1} \). (Notice, \( c \geq -\frac{1}{2} \) for any \( w_1, w_2 \).) It is easy to see that solutions of (6) behave as follows.

(i) \( c > 0 \), blow up in finite time.

(ii) \( c = 0 \), solution goes to infinity in infinite time.

(iii) \( -\frac{1}{2} < c < 0 \), solutions are periodic.

(iv) \( c = -\frac{1}{2} \), equilibrium point at the origin.

One sees that the curve \( \Gamma : w' = \pm \sqrt{w + \frac{1}{2}} \) separates the regions of blow up and global existence. Hence the blow up region for (5) with \( p = 2 \) is the complement in \( \mathbb{R}^2 \) of \( \{(w_1, w_2) | w_2 \leq \sqrt{w_1 + \frac{1}{2}}, -\frac{1}{2} < w_1 < \infty \} \cup (-\frac{1}{2}, 0) \).

We show next that the situation is similar for \( p = 2k, k \geq 1 \). By stretching of independent and dependent variables, we may write (5) as \( \dot{x} = -x + x^{2k} \), or in system form

\[
(8) \quad \dot{x} = y, \quad \dot{y} = -x + y^{2k}, \quad k > 1.
\]

THEOREM 2. There exists a trajectory \( \Gamma \) of (8), separating the blow up and global existence regions. It is symmetric with respect to the \( x \)-axis, intersecting it once at \( x_0 < 0 \). Along \( \Gamma \) both \( x \) and \( y \) tend to \( \infty \) as \( t \to \pm \infty \).

PROOF. We begin by noticing symmetry: if \( (x(t), y(t)) \) is an integral curve of (8), so is \( (x(-t), -y(-t)) \). Hence the phase portrait of (8) is symmetric with
respect to the $x$-axis. Consider the vector field of (8), $\mathbf{v} = (y, -x + y^{2k})$ on the curves $\Gamma_1: -x + y^{2k} = 1$, and $\Gamma_2: -x + y^{2k} = 0$ in the first quadrant. It is easy to see that $\mathbf{v}$ points above (the tangent of) $\Gamma_1$ and below of $\Gamma_2$. This means that there exist solutions of (8) in $D$ (see e.g. [5]). Call $\Gamma$ the highest of the trajectories trapped in the region $D$ between $\Gamma_1$ and $\Gamma_2$.

Notice that its $y$ intercept in the first quadrant $y_0 \neq 0$ ($\Gamma$ cannot enter the origin, since by (8), $\lim_{x \to 0^+} dy/dx \neq +\infty$). When traced back in time, $\Gamma$ will decrease monotonically in $x$ and $y$, and intersect the $x$-axis at some $x_0 < 0$. The symmetry with respect to the $x$-axis gives us the rest of $\Gamma$ by reflection.

Since in the region $D$, $\dot{x} \leq (x + 1)^{1/2k}$, it follows that $\Gamma$ is a global solution, and hence so are all trajectories to the right of $\Gamma$ (they travel slower than $\Gamma$). It remains to show that all trajectories to the left of $\Gamma$ blow up. Indeed, after a finite time any such trajectory will enter the region $D_1: y > (x + 1)^{1/2k}$, $x > 0$ (above $\Gamma_1$). Any point in $D_1$ will lie to the left of the curve $\Gamma_\varepsilon: x = (1 - \varepsilon)y^{2k}$ if $\varepsilon$ is sufficiently small, i.e., it will lie in the region $D_\varepsilon \equiv D_1 \cap (x < (1 - \varepsilon)y^{2k})$. We show next that the trajectories never leave $D_\varepsilon$. The curves $\Gamma_1$ and $\Gamma_\varepsilon$ intersect at $y = e^{-1/2k}$. On $\Gamma_\varepsilon$ the vector field is $\mathbf{v} = (y, ey^{2k})$ with the slope $ey^{2k-1}$. The slope of tangent on $\Gamma_\varepsilon$ is $1/2k(1 - \varepsilon)y^{2k-1}$. And it is easy to see that $ey^{2k-1} > 1/2k(1 - \varepsilon)y^{2k-1}$ for $y > e^{-1/2k}$, provided $\varepsilon$ is sufficiently small. This implies that trajectories cannot leave through $\Gamma_\varepsilon$, and since they cannot leave through $\Gamma_1$ too, they must remain in $D_\varepsilon$.

In $D_\varepsilon$ we have

$$\dot{y} = -x + y^{2k} \geq -(1 - \varepsilon)y^{2k} + y^{2k} = \varepsilon y^{2k},$$

and hence no global solutions are possible. We see that $\Gamma$ separates the blow up and stability regions, and the proof is complete.

4. Nonexistence of global solutions for a class of hyperbolic equations in $\mathbb{R}^n$. We consider nonlinear hyperbolic equations

$$(9) \quad u_{tt} - Au = f(x, t, u), \quad x \in \mathbb{R}^n, \ t > 0,$$

$$u(x, 0) = g(x), \quad u_t(x, 0) = h(x).$$

Here $A$ is a uniformly elliptic operator in divergence form,

$$A = \sum_{j,k=1}^n \frac{\partial}{\partial x_j} a_{jk}(x, t) \frac{\partial}{\partial x_k} - \sum_{j=1}^n \frac{\partial}{\partial x_j} a_j(x, t).$$

Throughout this section we assume the following.

(i) The data $g(x), h(x)$ are of compact support, supported say in $|x| < 1$. We also assume that for $f \equiv 0$ equation (9) has propagation speed not greater than one, i.e., $u(x, t)$ is supported in $|x| < t + 1$.

(ii) $f(x, t, 0) \equiv 0$. This guarantees us that at time $t$ solution of (9) is supported in $|x| < t + 1$.

(iii) $f(x, t, u) \geq c_0 |u|^p$, $p > 1$, $c_0 = \text{const} > 0$.

We do not make any explicit smoothness assumptions on $a_{jk}, a_j, f, g, h$, since we are not interested in the existence problem here. Instead, we make assumptions on the solution $u$, such as the finite propagation speed and regularity, $u \in C^2(\mathbb{R}^n \times (0, \infty))$. Define $w(t) = \int_{\mathbb{R}^n} u(x, t) \, dx$. Notice that $w(0) = \int_{\mathbb{R}^n} g(x) \, dx$, $w'(0) = \int_{\mathbb{R}^n} h(x) \, dx$. 
Integrating equation (9) over $R^n$, using (iii) and that $u$ is of compact support, we get

\[ w'' \geq c_0 \int_{R^n} |u|^p \, dx. \]  

Since $u(x,t)$ is supported in the ball $|x| < t+1$ of volume $c_n(t+1)^n$, we estimate $(1/p + 1/q = 1)$

\[ |w| = \left| \int_{R^n} u(x,t) \, dx \right| \leq \left( \int_{R^n} |u|^p \, dx \right)^{1/p} c_n^{1/q} (t+1)^{n/q}, \]

which combined with (10) gives

\[ w'' \geq c_1 (t+1)^{-n/p/q} |w|^p \quad (c_1 = c_0/c_n^{p/q}). \]

Assuming now $p \leq (n+1)/(n-1)$ for $n > 1$, and automatically for $n = 1$, we get

\[ w'' \geq c_1 (t+1)^{-p-1} |w|^p. \]

\[ \text{Figure 2} \]

**Theorem 3.** For the problem (9) assume (i), (ii), (iii) and $1 < p \leq (n+2)/n$. Denote $w_1 = \int_{R^n} g(x) \, dx$, $w_2 = \int_{R^n} h(x) \, dx$. Then there exists a trajectory $\Gamma$ of the equation $w'' - w' = c_1 w^p$ ($c_1$ as in (12)), joining the origin with $(\infty, -\infty)$ in...
the \((w, w')\) phase plane, such that if \((w_1, w_2)\) lies outside of the shaded region of \(\Gamma\),
then (9) cannot have a global classical solution.

PROOF. Since \(-np/q \geq -2\) for \(p \leq (n + 2)/n\), it follows from (12) that
\[
\tag{13}
w'' \geq c_1 (t + 1)^{-2}|w|^p,
\]
\(w(0) = w_1, \ w'(0) = w_2\).

Let now \(\tau = \log(t + 1)\). Then (13) becomes
\[
\tag{14}
w_{\tau \tau} - w_{\tau} \geq c_1 |w|^p,
\]
\(w(0) = w_1, \ w_\tau(0) = w_2\).

We proceed to show that the domain of blow up for (14) is as described in the
theorem. First, we describe the domain of blow up for \(w_{\tau \tau} - w_\tau = c_1 |w|^p\), or in
system form
\[
\tag{15}
w_\tau = v,
\]
\(w(0) = w_1, \ v_\tau = c_1 |w|^p + v, \ v(0) = w_2\).

We divide the \((w, v)\) phase plane into four regions; see Figure 2.

(i) Domain I, \(\{(w_1, w_2), \ w_2 > 0 \text{ or } w_2 = 0, \ w_1 \neq 0\}\). In this case \(w_{\tau \tau} \geq c_1 |w|^p\),
and hence all trajectories starting in I, blow up in finite time by Example 1.

(ii) Domain II, \(\{(w_1, w_2), \ w_1 < 0, -c_1 |w_1|^p \leq w_2 < 0\}\). Trajectories starting
here move northwest, and enter Domain I in finite time.

(iii) Domain III, \(\{(w_1, w_2), -\infty < w_1 < \infty, \ w_2 < -c_1 |w_1|^p\}\). In this domain
trajectories move southwest with the slope \(c_1 |w|^p + v/v \leq 1\). Hence, they must
enter Domain II in finite time.

(iv) Domain IV, \(\{(w_1, w_2), \ w_1 > 0, -c_1 w_1^p \leq w_2 < 0\}\). Trajectories leave
Domain IV through every point of its boundary. Hence there exists a trajectory \(\Gamma\),
entering the origin. It is unique, since nonuniqueness would imply that the vector
field (whose divergence is one) contracts some volumes, which is impossible by the
Liouville's theorem. Trajectories above \(\Gamma\) enter Domain I, and the ones below it
enter Domain IV in finite time. Hence \(\Gamma\) is the complement of the domain of blow
up for (15), and so the proof is complete in view of the Theorem 1 (the ray \(w_1 = 0, \ w_2 < 0\) belongs to the domain of the blow up).

THEOREM 4 (Essentially of T. Kato [8]). Assume \(1 \leq p \leq (n + 1)/(n - 1)\),
and
\[
\tag{16}
either w'(0) > 0, \ or w'(0) = 0 \text{ and } w(0) \neq 0.
\]

Then inequality (12) has no global solutions. (And hence (9) has no global classical
solution.)

PROOF. First notice that \(w'\) is a nondecreasing function; then \(w'(t) > 0\) for
\(t > 0\), since by (16) either \(w'(0) > 0, \ or w'(0) = 0 \text{ and } w''(0) > 0\). Hence, as
\(t \to +\infty\) we have only two possibilities: (a) \(w' \to a = \text{const} > 0, \ (b) w' \to +\infty\).

In case (a) we have \(w \sim \text{at} \) as \(t \to +\infty\), but then
\[
w'' \geq c_1 (t + 1)^{-p-1}\left(\frac{1}{2} \text{ at}\right)^p \geq c_2 (1/t) \quad \text{for large } t,
\]
i.e., \(w \geq c_3 t \log t \) for large \(t\), a contradiction.
In case (b), \( w \geq At \) for any \( A > 0 \), eventually (i.e., if \( t \) is large enough). From (12)
\[ w'w'' \geq c_1/p + 1 \left[ (t + 1)^{-p-1} w^{p+1} \right]' + c_1 (t + 1)^{-p-2} w^{p+1} \]
\[ \geq c_4 \left[ (t + 1)^{-p-1} w^{p+1} \right]' . \]
Integrating, we get
\[ w^2 \geq 2c_4 t^{-p-1} w^{p+1} - c_5 = 2c_4 \left( \frac{w}{t} \right)^{p-1} \left( \frac{w}{t} \right)^2 - c_5 \geq A_1 \left( \frac{w}{t} \right)^2 , \]
for arbitrary large \( A_1 \), eventually. Integrating (17), we see that \( w \geq t^k \) for arbitary large \( k \), eventually. Returning to (17), we see that \( w' \geq c_6 w^{1+(p-1)/4} \), eventually. The last inequality obviously cannot have global solutions with \( w > 0 \), which completes the proof.

REMARK. Our approach makes the proof of blow up especially simple if \( p < (n+1)/(n-1) \). Indeed, in this case we consider instead of (12) inequality (11) with \( -np/q > -p - 1 \). Then, starting in case (b) with \( w \geq At \) (\( A \) arbitrary large), by iterating (11) we see that eventually \( w \geq t^k \) for any \( k > 0 \), but then from (12), \( w'' \geq |w|^{(p+1)/2} \) and the blow up is obvious (see Example 1).

LIMITATIONS OF THE METHOD. The proof of blow up depended in a crucial way on finite propagation speed, which is a major limitation of the method. For example, for operators of the form
\[ \left( \frac{\partial}{\partial t} \right)^m u + \sum_{j<m} a_{\nu,j} \left( \frac{\partial}{\partial x} \right)^{\nu} \left( \frac{\partial}{\partial t} \right)^j u = 0 \]
it would require that \( |\nu| + j \leq m \), see [11].

Finally, we show that T. Kato's power \( p = (n+1)/(n-1) \) (\( n > 1 \)) is the best obtainable by this technique, namely for \( p > (n+1)/(n-1) \) inequality (11) may have global solutions with \( w'(0) > 0 \). Indeed, if \( p = (n+1)/(n-1) + \varepsilon, \varepsilon > 0 \), then it is easy to check that (11) (with equal sign) has a solution \( w(t) = \beta (t+1)^{\alpha} \), where
\[ \alpha = \frac{2 + \varepsilon n(n-1)}{2 + \varepsilon (n-1)} > 1 \quad \text{and} \quad \beta = \left( \frac{\alpha(\alpha-1)}{c_1} \right)^{1/(p-1)} . \]
However, the power \( p = (n+1)/(n-1) \) is not optimal (e.g., for \( n = 3 \) solutions blow up, provided \( 1 < p < \sqrt{2} + 1 \), as follows from F. John [6]).
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