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ABSTRACT. A classical result of Pólya concerning the growth of Nevanlinna's

characteristics of composite functions is used to prove linear independence of

some iterates. The same result of Pólya is also used to show the nonexistence

of entire solutions of the Feigenbaum functional equation.

1. Introduction. There are many studies about linear independence of par-

ticular sequences of functions, but we are not aware of any such a study when the

elements of the sequence are generated by iteration of entire functions. The main

result of this paper is to show that except for trivial cases such a sequence is always

linearly independent. Our proof is based upon a result of Pólya about the growth

of Nevanlinna's characteristic [9]. As a related result, it will be shown that the

Feigenbaum functional equation does not have an entire solution.

In this work we are following the presentation and notations of Hayman [6]. In

the next section these notations will be reviewed and a few additional results will

be discussed.

2. Notations and preliminaries. If /: C —► C is an entire function, then

the Nevanlinna characteristic T(r, f) has the special form

1    /"27r

(1) T{rJ)=2^j      lQg+1/(^)1^

where

fo, ,    +        JO If 0 < a: < 1,
W log   *-\log*   if«>l.

The following result can be established easily.

LEMMA  1.   If zi and 22 are complex numbers with Z2 ^ 0, then

|log+|¿iz2| -log+l^iH < |log|z2||.

Lemma 1 together with (1) yield the next lemma.

LEMMA 2. Let f be an entire function, let X be a nonzero complex number and

n a positive integer.  Then

(3) \T(r,f)-T(r,Xnf)\<n\\og\X\\.

For completeness, we state the result of Pólya mentioned in the introduction [9].
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THEOREM 1 (LEMMA 2.6 OF [6]). /// and g are transcendental entire func-

tions and (j>(z) = g(f(z)), then

(4) T(r,g)/T(r,4>)->0    as r -» oo.

The proof of the previous result, as given in [6], contains implicitly the following.

THEOREM 2. Assume that g is a nonconstant entire function and assume that

f is a polynomial of degree > A + 1 and let 4>(z) = g(f(z)).  Then

(5) T(r,4>) > (N/3)T(r,g) for large enough r.

In the rest of this paper, the successive iterates of a function / will be denoted

in the following way: /2 = / o /,..., fn+1 = / o /„,..., for n = 2,3,..., and f0 will

stand for the identity mapping.

3. On the Feigenbaum functional equation. In [7] Lanford has considered

the Feigenbaum functional equation of the form

(6) f(f(Xx)) + Xf(x)=0;        0<A = -/(1)<1,

where the solution / is unimodal (i.e. /: [—1,1] -+ [—1,1], /(0) = 1, / is strictly

increasing on [—1,0] and strictly decreasing on [0,1]), even and fairly smooth on

[—1,1] and such that

(7) /(0) = 1,    /(1)<0,    /(A)>A,    /"(0)<0.

It was shown in [3], that if / is an even continuous solution of (6) for a fixed A,

then it follows that /(A) > A. Further properties of solutions of (6) are discussed

in [1] and in [3]. A simple way to generate all continuous and unimodal solutions

is presented in [4].

In [8] Lanford exhibits a solution of (6) which is analytic on a neighbourhood of

the whole real axis, and he remarks that it is essentially certain that this particular

solution is not entire.

To show that (6) does not have an entire solution, we shall prove the following

theorem.

THEOREM 3. Let F be a nonidentically zero entire function which satisfies the

functional equation

(8) F(F(Xz)) + XF(z) = 0

for all z E C, where X is a fixed nonzero complex number, then either F(z) — —z

and X is arbitrary or F(z) = C with A = — 1.

PROOF. We have to distinguish three cases. It is easy to verify the statement of

this theorem if F is a polynomial with degree < 1. Secondly, it is immediate that

(8) cannot have a polynomial solution of degree > 2.

It remains to be shown that (8) cannot have a transcendental entire solution.

To do that we write (8) in the form

(9) F(z) = -(l/X)F(F(Xz)).

To follow Hayman's notation [6], we put g(z) — —(l/X)F(z), f(z) — F(Xz) and

(p(z) = g(f(z)) = F(z). Let A be a sufficiently large fixed positive number. Then

by Theorem 1 we can conclude that

(10) T(r, <h) = T(r, F) > ^^T(r, g) = ^±±T (r, ^-f) .
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Hence, using the fact that T(r,F) and T(r, —(1/X)F) both tend to infinity as r —+

oo, we can see that

\T(r,F)-T(r,-(l/X)F)\->oo    as r — oo,

which contradicts Lemma 2.

REMARK 1. We should remark that the impossibility of the third case in the

above proof can be shown also by using a result of Ganapathy [5] about the entire

solutions of some functional equations.

Now, we can show that the Feigenbaum functional equation does not have an

entire solution.

THEOREM 4. The Feigenbaum equation (6) does not have an entire solution f

such that /(0) = 1.

PROOF. Assume that / is an entire solution of (6). Then, it follows that the

entire function

g(z) = f(f(Xz)) + Xf(z)

is zero on [-1,1]. Therefore, g(z) = 0 for all z EC, i.e. / satisfies (8) for all z EC.

But this last fact contradicts Theorem 3.

REMARK 2. In the previous result, we did not assume that / is an unimodal

solution of (6), only the conditions /(0) = 1 and 0 < A < 1 were used to eliminate

polynomial solutions of degree < 1 of (8).

4. Problems from iteration theory. In this section we discuss linear inde-

pendence of iterates. First, we prove the following theorem.

THEOREM 5. Let J? be the set of all entire functions. Let f be an entire

function which is not a polynomial of degree < 1. Let R¡: ^f —► *? be defined

by Rf(g) — g ° f for some g E J^. Then Rj has no eigenvalue / {0,1} and any

eigenfunction with eigenvalue 1 is a constant.

PROOF. We shall separate cases.

Case 1. It will be assumed that / is a polynomial with degree > 2, g is a

nonconstant entire function, and A E C, X / 0, and

(11) gof = Xg.

Obviously, by iteration, we have also that

go fk = Xkg    for all k E N.

By Theorem 2, we can conclude that

rk — 1
T(r, Xkg) > —-—T(r, g)    for large enough r.

ó

Also, by (3), we have that

\T(r,g)-T(r,Xkg)\<k\\og(\X\).

But T(r, g) —» oo as r —► oo, because g is a nonconstant entire function. Hence, we

obtain a contradiction when k and r are sufficiently large.

Case 2. It will be assumed that / is a transcendental entire function. It is easy

to see that if g is polynomial, then g cannot be a solution of (11). Now, Theorem 1

implies that the equation go f = Xg cannot have a transcendental entire solution.

We can generalize the previous result as follows.
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THEOREM 6. Let g be a nonconstant entire function and let f be an entire

function which is not a polynomial of degree < 1. Then {go fn: n > 0} is a linearly

independent sequence of entire functions.

PROOF. Let P(z) — ^2Xpzp be a polynomial with complex coefficients. Let

P(T) be the linear operator from the space of entire functions into itself defined by

(12) P(T)(g) = 22Xv9°fp-

Evidently, the mapping P —► P(T) is linear and multiplicative. Suppose, now, that

the functions g and / yield a counterexample to the statement of this theorem, i.e.

we have

P(T)(g) = 22Xv^°fp)=n
for some nonconstant polynomial P.   Without loss of generality, we can assume

that An t¿ 0. Hence, P(z) = ni=i(2 ~~ A¿), where degree of P = d and A¿ ̂  0 for

1 < i < d. Using the fact that the mapping P —> P(T) is multiplicative, clearly, it

is enough to establish that the assumption

(13) g o f = Xg + c,    A ̂  0, c a constant

leads to a contradiction.

From (13), by iteration, we obtain that

{Afc - 1
Xkq +-c for A ̂  1,

y      A-l r   '

Xkg + kc forA = l.

Now, (13) shows that g cannot be a polynomial. Hence, without loss of gener-

ality, from now on, we can assume that g is a transcendental entire function. The

impossibility of the case when / is a transcendental entire function can be shown

directly from (12) using Theorem 1 together with the inequality T(r,YX=i A>) ^

Ylv=i T(r, fv) + log p. (This last inequality is shown in [6, p. 5], under the assump-

tions that the functions /i,..., fp are meromorphic.)

Hence, the only case is left to be considered, when / is a polynomial of degree

p, with p>2. By Theorem 2, we can see that

k       i

T(r,gofk)>?-Z-T(r,g).

Let

/i =

for A = 1.

Obviously T(r, h) grows no faster (in terms of k) then T(r, g) plus a polynomial

of degree 1 in k. Therefore, (14) leads to a contradiction if k and r are sufficiently

large. This completes the proof of this theorem.
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