DIMENSION OF DENSE SUBALGEBRAS OF $C(X)$

JUAN B. SANCHO DE SALAS AND MARIA TERESA SANCHO DE SALAS

(Communicated by Dennis K. Burke)

Abstract. The real spectrum of any $\mathbb{R}$-algebra $A$ is the set of all maximal ideals of $A$ with residue field $\mathbb{R}$, endowed with the initial topology for the functions induced by the elements of $A$. We prove that a compact metric space $X$ has dimension $\leq n$ if and only if $X$ is the real spectrum of an algebra of Krull dimension $\leq n$; so that the dimension of $X$ is the minimum of the Krull dimensions of all dense subalgebras of $C(X)$. Moreover, we prove that a compact Hausdorff space $X$ has covering dimension $\leq n$ if and only if every countably generated subalgebra of $C(X)$ is contained in the closure of a subalgebra of Krull dimension $\leq n$.

1. Introduction

The aim of this work is to determine the dimension of any compact Hausdorff space $X$ in terms of the Krull dimension of dense subalgebras of $C(X)$.

In Algebraic Geometry, the dimension of an affine algebraic variety $V$ is defined as the Krull dimension of the ring $A$ of all algebraic functions on $V$ (i.e. the affine coordinate ring):

$$(*) \quad \dim V = \dim A = \bigg[ \text{Supremum of the lengths of all} \bigg] \bigg[ \text{chains of prime ideals in } A \bigg].$$

Moreover, Noether's Lemma states that $\dim V \leq n$ if and only if there exists a finite morphism from $V$ to the affine $n$-space (i.e. a finite morphism $k[x_1, \ldots, x_n] \to A$).

In Topology, the equivalent result to Noether's Lemma is simply Katětov's characterization of the dimension: A compact metric space $X$ has dimension $\leq n$ if and only if there exists a continuous map $X \to \mathbb{R}^n$ with totally disconnected fibers. In terms of $C(X)$, we have $\dim X \leq n$ if and only if there exists a morphism $\mathbb{R}[x_1, \ldots, x_n] \to C(X)$ such that its image is an analytic base for $C(X)$. By a suitable modification of the statement, this characterization may be extended to arbitrary compact Hausdorff spaces.
Our main result, which may be considered as analogous to (*) in Topology, is the following theorem:

**Theorem.** A compact metric space has dimension $\leq n$ if and only if it is the real spectrum of an algebra of dimension $\leq n$.

In other words, the dimension of any compact metric space $X$ is the minimum of the Krull dimensions of all dense subalgebras of $C(X)$.

We hope that this characterization may be extended to arbitrary compact Hausdorff spaces replacing the covering dimension by the arithmetical dimension. However, we obtain the following characterization for the covering dimension: A compact Hausdorff space $X$ has covering dimension $\leq n$ if and only if every countably generated subalgebra of $C(X)$ is contained in the closure of a subalgebra of Krull dimension $\leq n$.

## 2. DIMENSION OF TOPOLOGICAL SPACES

We shall use a definition of dimension, inspired by the Krull dimension of rings, which coincides with the inductive and covering dimensions for separable metric spaces. This dimension was set up by J. B. Sancho Guimerá during the seventies and the corresponding dimension theory was developed by R. Galián in [4].

Let $X$ be a topological space. The family $A_X$ of all closed sets in $X$, with the addition and the product defined as the intersection and the union respectively, is almost a commutative ring (only the existence of inverse elements relative to the addition fails) where $0 = X$ and $1 = \emptyset$.

**Definition 2.1.** We shall say that a set $A$ with two binary composition laws (addition and product) is a distributive lattice if it is a commutative semigroup under both operations, the product is distributive over the addition and for any $a \in A$ we have

$$a \cdot 0 = 0, \quad a^2 = a, \quad 1 + a = 1.$$  

It is clear that the family $A_X$ of all closed sets in a topological space $X$, with $+$ and $\cdot$ interpreted as intersection and union respectively, is a distributive lattice. However, note that distributive lattices are not assumed to have arbitrary sums. We use the algebraic notation $+$ and $\cdot$ instead of the usual symbols $\vee$ and $\wedge$ because the definition of dimension is inspired by the Krull dimension of rings.

We shall say that a subset $B$ of a lattice $A$ is a sublattice if it is closed under both operations and $0, 1$ belong to $B$. A nonempty subset $I$ of $A$ is said to be an ideal (most authors call it filter) if it is closed under the addition and stable under the product by arbitrary elements of $A$. An ideal $I \neq A$ is said to be prime if it satisfies the following condition:

If $ab \in I$, then $a \in I$ or $b \in I$.

Finally, the spectrum of $A$ is the set $\text{Spec} A$ of all prime ideals of $A$.
Definition 2.2. The \textit{dimension} of a distributive lattice $A$ is the supremum of all integers $n$ such that there exists a chain $P_0 \subseteq P_1 \subseteq \cdots \subseteq P_n$ of prime ideals in $A$. It may be infinite.

Definition 2.3. Let $X$ be a topological space. We say that a sublattice $B$ of $A_X$ is a \textit{closed basis}, or just a \textit{basis}, for the topology of $X$ if every closed set in $X$ is an intersection (possibly infinite) of closed subsets in $B$.

Definition 2.4. The \textit{arithmetical dimension} of a topological space $X$ is the minimum of all integers $n$ such that there exists a basis for $X$ of dimension $n$. We denote it by $\dim X$.

Remarks. From now on, unless otherwise stated, the arithmetical dimension of a topological space $X$ will be referred to simply as the dimension of $X$.

It is very easy to prove that this dimension is monotone, i.e. if $Z$ is a subspace of $X$, then $\dim Z \leq \dim X$.

This dimension coincides with the graded dimension defined by J. Isbell [6], but the proof of the coincidence is not trivial.

Theorem 2.5 (Galián [4]). For separable metric spaces, the arithmetical dimension coincides with the inductive dimension and the covering dimension.

(2.6) For compact Hausdorff spaces, we have the following inequalities (see [6]) between the different dimension functions

$$\text{cover dim } X \leq \text{ind } X \leq \text{Ind } X \leq \dim X$$

and there exists an example (Filippov [2]) of a compact Hausdorff space $X$ such that $1 = \text{cover dim } X$, $2 = \text{ind } X$ and $3 = \text{Ind } X$. Moreover (Filippov [3]), there exist compact Hausdorff spaces $X, Z$ such that $\text{Ind } X = 1$, $\text{Ind } Z = 2$ and $\text{Ind}(X \times Z) \geq 4$. Since it is known (see [4, 10]) that $\dim(X \times Z) \leq \dim X + \dim Z$, we conclude that $\text{Ind } K < \dim K$ for some compact Hausdorff space $K$.

Theorem 2.7 (Isbell [6]). A $T_0$ topological space has dimension $\leq n$ if and only if it is a subspace of an inverse limit of finite topological spaces of dimension $\leq n$.

Another proof of this theorem may be found in [9].

Example. We shall determine the dimension of the closed interval $[0, 1]$. Let us consider the family $B$ of all finite unions of points and closed subintervals in $[0, 1]$. It is clear that $B$ is a basis for the topology of $[0, 1]$ and that any maximal ideal of $B$ has the form

$$M_x = \{ b \in B : x \in b \}, \quad \text{where } x \in [0, 1].$$

Moreover, any nonmaximal prime ideal of $B$ has the form

$$P_+^x = \{ b \in B : [x, x + \epsilon] \subseteq b \text{ for some } \epsilon > 0 \}, \quad \text{where } 0 \leq x < 1,$$

$$P_-^x = \{ b \in B : [x - \epsilon, x] \subseteq b \text{ for some } \epsilon > 0 \}, \quad \text{where } 0 < x \leq 1.$$
and we conclude that \( \dim B = 1 \). Hence, the closed interval has dimension \( \leq 1 \). Now, the dimension of \([0, 1]\) is 1 because zero-dimensional lattices are just Boolean algebras; therefore a space \( X \) has dimension 0 if and only if its closed open subsets form a basis for \( X \).

3. Dense subalgebras of \( C(X) \)

**Definition 3.1.** Let \( A \) be an \( R \)-algebra. We say that a maximal ideal \( M \) of \( A \) is real if the canonical map \( R \to A/M \) is an isomorphism. The real spectrum of \( A \) is the set \( \text{Spec}_R A \) of all real maximal ideals of \( A \).

Given a point \( x \in \text{Spec}_R A \), the corresponding maximal ideal of \( A \) will be denoted by \( M_x \). Note that each element \( f \in A \) defines a real function on the real spectrum by setting

\[
f(x) = \text{residue class of } f \text{ in } A/M_x = R.
\]

We shall always consider on \( \text{Spec}_R A \) the initial (or weak) topology for these functions.

**Definition 3.2.** Let \( X \) be a topological space and let \( A \) be a subalgebra of the ring \( C(X) \) of all real-valued continuous functions on \( X \). We define a natural continuous map \( j: X \to \text{Spec}_R A \) by setting

\[
j(x) = M_x = \{ f \in A : f(x) = 0 \}.
\]

We shall say that \( A \) separates points if for any two points \( x, y \in X \) there exists \( f \in A \) such that \( f(x) \neq f(y) \). It is clear that \( A \) separates points if and only if the natural map \( j: X \to \text{Spec}_R A \) is injective.

**Definition 3.3.** Let \( X \) be a topological space. We shall say that a subalgebra \( A \) of \( C(X) \) is basic if \( X \) has the initial topology for the functions in the family \( A \).

When \( X \) is \( T_0 \), then \( A \) is basic if and only if the natural map \( j: X \to \text{Spec}_R A \) is a homeomorphism of \( X \) with the image \( j(X) \).

We shall need the following reformulation of the Stone-Weierstrass theorem:

**Theorem 3.4.** Let \( X \) be a compact Hausdorff space and let \( A \) be a subalgebra of \( C(X) \). Then the following conditions are equivalent:

(a) \( A \) separates points.
(b) \( A \) is basic.
(c) \( A \) is dense in \( C(X) \).

**Proof.** The equivalence \( (a) \Leftrightarrow (c) \) is the usual statement of the Stone-Weierstrass theorem. The equivalence \( (a) \Leftrightarrow (b) \) is very easy to prove.

**Theorem 3.5.** Let \( A \) be a basic algebra of continuous functions on a compact Hausdorff space \( X \) and let \( A_S \) be the localization of \( A \) with respect to the
multiplicative system $S$ of all elements of $A$ which are invertible in $C(X)$. Then we have

$$X = \text{Spec}_R A_S.$$  

Proof. It is clear that $A_S$ is a basic subalgebra of $C(X)$ and so it is enough to show that for each maximal ideal $M$ of $A_S$ there exists a point $x \in X$ such that $M = M_x = \{f \in A_S : f(x) = 0\}.$

Let us now consider the closed subset $Z = \bigcap_{f \in M} f^{-1}(0)$. If $Z$ is nonempty, then we have $M \subseteq M_x$ for any $x \in Z$ and we obtain $M = M_x$ because $M$ is maximal. If $Z$ is empty, then we obtain a contradiction: since $X$ is compact, there must be elements $f_1, \ldots, f_r \in M$ such that $f_1^{-1}(0) \cap \cdots \cap f_r^{-1}(0)$ is empty, so that $f_1^2 + \cdots + f_r^2$ belongs to $M$ and is invertible in $C(X)$ because its zero-set is empty. Hence, $M = A_S$ against the hypothesis of $M$ being a maximal ideal.

Remark 3.6. The proof actually shows that $X$ is the maximal spectrum of $A_S$:

$$X = \text{Spec}_{\text{max}} A_S.$$  

Moreover, if $A$ is an algebra of continuous functions on a compact Hausdorff space $X$ and $S$ is the multiplicative system of all elements of $A$ which are invertible in $C(X)$, then $\text{Spec}_R A_S = \text{Spec}_{\text{max}} A_S$ and this is a compact Hausdorff space such that we have a continuous projection

$$j: X \to \text{Spec}_R A_S, \quad j(x) = M_x = \{f \in A_S : f(x) = 0\}.$$  

4. Characterization of the dimension

Theorem 4.1 [10]. $\text{dim}(\text{Spec}_R A) \leq \text{dim} A$, for any $R$-algebra $A$.

Proof. Let $B$ be the basis for the topology of $\text{Spec}_R A$ generated by the closed sets of the form $f^{-1}(I)$ where $f \in A$ and $I$ is a closed interval in the real line (infinite end points are admitted). We consider the natural map

$$\text{Spec } B \to \text{Spec } A$$

where the prime ideal $P'$ of $A$ corresponding to a prime ideal $P$ of $B$ is just $P' = \{f \in A : f^{-1}(0) \in P\}.$ Now, to show that $\text{dim } B \leq \text{dim } A$, it is enough to prove that $P'$ is strictly contained in $Q'$ whenever $P$ is strictly contained in $Q$.

It is easy to check that $B$ is generated by the elements of the form $f^{-1}((0, \infty))$, so there exists $f \in A$ such that $f^{-1}((0, \infty)) \notin P$ and $f^{-1}((0, \infty)) \in Q$.

Since the zero of $B$ is the whole space $\text{Spec}_R A$, we have

$$0 = f^{-1}((-\infty, 0]) \cdot f^{-1}([0, \infty)) \quad (\text{recall } \cdot = \cup)$$

and we get $f^{-1}((-\infty, 0]) \in P \subset Q$ because $P$ is prime. Therefore $f^{-1}(0) = f^{-1}([0, \infty)) + f^{-1}((-\infty, 0])$ belongs to $Q$ and $f^{-1}(0)$ does not belong to $P$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
because otherwise we would obtain \( f^{-1}([0, \infty)) = f^{-1}([0, \infty)) \cdot f^{-1}(0) \in P \) against the choice of \( f \). By definition, we conclude that \( f \in Q' \) and \( f \notin P' \), so that \( P' \) is strictly contained in \( Q' \).

**Corollary 4.2.** If \( A \) is a basic algebra of continuous functions on a topological space \( X \), then \( \dim X \leq \dim A \).

**Proof.** Since \( A \) is a basic subalgebra of \( C(X) \), we have that \( X \) is a subspace of \( \text{Spec}_R A \); so \( \dim X \leq \dim (\text{Spec}_R A) \) and we conclude by (4.1).

(4.3) Let \( K \) be a finite triangulated polyhedron and let \( V \) be the set of its vertices. Each map \( V \to \mathbb{R}^n \) may be extended by linearity to a map \( K \to \mathbb{R}^n \). We thus have a map \( V \to \mathbb{R}^n, n = \text{cardinality of } V, \) that defines a natural immersion \( K \to \mathbb{R}^n \).

**Definition 4.4.** A function on \( K \) is said to be algebraic if it is the restriction of a polynomial function on \( \mathbb{R}^n \). The algebra of all algebraic functions on \( K \) will be denoted by \( A(K) \).

**Lemma 4.5.** The ring \( A(K) \) is a basic subalgebra of \( C(K) \) such that \( \dim K = \dim A(K) \).

**Proof.** It is clear that \( A(K) \) separates points and is therefore a basic subalgebra by (3.4).

On the other hand, we have \( A(K) = \mathbb{R}[x_1, \ldots, x_n]/I \) where \( I \) is the ideal of all polynomial functions vanishing on \( K \). If \( P_s \) denotes the prime ideal of all polynomial functions vanishing on a given closed simplex \( s \) of \( K \), then

\[
I = \bigcap_s P_s
\]

where \( s \) runs over all the closed simplices of \( K \); hence

\[
\dim A(K) = \max_s \{\dim \mathbb{R}[x_1, \ldots, x_n]/P_s\}.
\]

Now, \( P_s \) coincides with the ideal of all polynomial functions vanishing on the linear subspace spanned by \( s \). A linear change of coordinates shows that we have \( \mathbb{R}[x_1, \ldots, x_n]/P_s = \mathbb{R}[y_1, \ldots, y_r], \) where \( r = \dim s \). We conclude that

\[
\dim A(K) = \max_s \{\dim \mathbb{R}[x_1, \ldots, x_n]/P_s\} = \max_s \{\dim s\} = \dim K.
\]

**Definition 4.6.** A continuous map \( K \to L \) between two finite triangulated polyhedra is said to be semilinear if its restriction to each closed simplex of \( K \) is linear.

If \( K \to L \) is a semilinear map, then by composition it induces a morphism of \( \mathbb{R} \)-algebras \( A(L) \to A(K) \).

**Lemma 4.7.** Let \( \{K_i, f_{ij}\} \) be an inverse system of finite triangulated polyhedra of dimension \( \leq n \) and semilinear maps. Then there exists a basic algebra of continuous functions on \( \lim K_i \) of dimension \( \leq n \).
Proof. Let us consider $A = \text{Im} A(K_i)$. One has that $\dim A \leq n$, because $\dim A(K_i) \leq n$ for any index $i$ and the functor Spec takes direct limits into inverse limits.

**Theorem 4.8.** The dimension of any compact metric space $X$ is the minimum of the dimensions of all dense subalgebras of $C(X)$.

**Proof.** Let $n = \dim X$. By (4.2), we have $n \leq \dim A$ for any dense (= basic) subalgebra of $C(X)$. Hence, we must find a dense subalgebra of dimension $n$. By Freudenthal's Theorem, any compact metric space of dimension $\leq n$ is an inverse limit of finite triangulated polyhedra of dimension $\leq n$ and semilinear maps (see [1, 1.13.2]), so we conclude by (4.7).

**Corollary 4.9.** Let $X$ be a compact metric space of dimension $n$. Then there exists an $n$-dimensional dense subalgebra $A$ of $C(X)$ such that

$$X = \text{Spec}_\mathbb{R} A.$$ 

**Proof.** By (4.8), there exists a dense subalgebra $A$ of dimension $n$. Localizing $A$ with respect to the multiplicative system of all its elements which are invertible in $C(X)$ we obtain the required dense subalgebra (see 3.5).

**Corollary 4.10.** A compact metric space has dimension $\leq n$ if and only if it is the real spectrum of an algebra of dimension $\leq n$.

**Corollary 4.11.** The dimension of any separable metric space $X$ is the minimum of the dimensions of all basic subalgebras of $C(X)$.

**Proof.** It is known [1, 1.7.2] that any $n$-dimensional separable metric space $X$ has a compactification $X \to K$ where $K$ is a compact metric space of dimension $n$. By (4.8) there exists a basic subalgebra $A \subseteq C(K) \subseteq C(X)$ of dimension $n$ and, by (4.2), we know that $n \leq \dim A$ for any basic subalgebra $A$.

(4.12) The extension of Theorem 4.8 to arbitrary compact Hausdorff spaces would be a direct consequence of a positive answer to the following question:

**Question.** Let $X$ be a compact Hausdorff space of dimension $n$. Is $X$ a subspace of an inverse limit of $n$-dimensional finite triangulated polyhedra and semilinear maps?

Two facts suggest that the answer may be affirmative. First, Isbell's Theorem (2.7) stating that any $n$-dimensional $T_0$-space is a subspace of an inverse limit of $n$-dimensional finite spaces. Furthermore, each finite space gives rise to a finite triangulated polyhedron of the same dimension (named the geometric realization of the given finite space; see a canonical construction in [8 and 10]).

By (4.2) and (4.7), we have that any inverse limit of finite triangulated polyhedra of dimension $\leq n$ and semilinear maps has dimension $\leq n$; hence any subspace of such an inverse limit has dimension $\leq n$. Since there exists (see 2.6) a compact Hausdorff space $X$ such that $\dim X$ is greater than $\text{ind} X$, $\text{Ind} X$
and cover dim $X$, we conclude that the answer to the question is negative when the arithmetical dimension is replaced by cover dim, ind or Ind.

Finally, we shall give a characterization of the covering dimension in terms of the Krull dimension of algebras of continuous functions (compare with Katětov’s theorem, [5, 16.35]).

**Theorem 4.13.** The following conditions are equivalent for any compact Hausdorff space $X$:

(a) The covering dimension of $X$ is $\leq n$.

(b) Every countably generated subalgebra of $C(X)$ is contained in the closure of a subalgebra of dimension $\leq n$.

**Proof.** (a) $\Rightarrow$ (b). Let $A$ be a countably generated subalgebra of $C(X)$ and let $S$ be the multiplicative system of all elements of $A$ which are invertible in $C(X)$. Then $K = \text{Spec}_R A_S = \text{Spec}_{\text{max}} A_S$ is a compact Hausdorff space and it has a countable basis because $A$ is countably generated, so it is a compact metric space. By Mardešić's Factorization Theorem [1, 3.3.2], the natural projection $j: X \to K$ factors through a compact metric space $\overline{K}$ of dimension $\leq n$

$\begin{array}{c}
X \\
g \downarrow \quad \quad j \\
\overline{K}
\end{array}$

One thus has that $A \subseteq A_S \subseteq C(K) \xrightarrow{h^*} C(\overline{K}) \xrightarrow{g^*} C(X)$, where $h^*$ and $g^*$ are induced by composition with $h$ and $g$ respectively. By (4.8), we know that $C(\overline{K})$ is the closure of a subalgebra of dimension $\leq n$ and we may conclude.

(b) $\Rightarrow$ (a). Let us consider all the countably generated subalgebras $B_i \subseteq C(X)$, so that $C(X) = \lim_i B_i$. By hypothesis, each subalgebra $B_i$ is contained in the closure of an algebra $A_i$ of dimension $\leq n$ and, localizing with respect to the multiplicative system of all elements which are invertible in $C(X)$, we may assume that $\text{Spec}_R A_i = \text{Spec}_{\text{max}} A_i$. Hence $K_i = \text{Spec}_R A_i$ is a compact metric space and $\dim K_i \leq n$ by (4.1). Let us now consider the natural projections $j_i: X \to K_i$. The closure of $A_i$ in $C(X)$ is therefore simply $C(K_i)$, via $j_i^*$. So we have

$C(X) = \lim_i B_i = \lim_i C(K_i)$

and it is clear that this fact implies that $X = \lim_i K_i$. We conclude, because we have

$\text{cover dim } X \leq \max_i \{\text{cover dim } K_i\} = \max_i \{\dim K_i\} \leq n$.

**Remark 4.14.** A standard argument extends Theorem 4.13 to arbitrary completely regular spaces, using $C^*(X)$ instead of $C(X)$. In this case the definition of the covering dimension must be modified so as to have cover dim $X = \text{cover dim } \beta X$. 
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