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Abstract. Some nonexistence and existence of harmonic maps defined on a manifold with a degenerate metric are proved. 

1. Introduction 

The theory of harmonic maps between Riemannian manifolds has been considered extensively (see, [SE, EL]). Recently the harmonic maps between Lorentzian manifolds have also attracted much attention of many mathematicians (see, [G1, G2, C]). However, for the harmonic maps defined on manifolds with degenerate metrics, very little is known. The partial differential equations describing such harmonic maps defined on manifolds with degenerate metrics are, generally speaking, semilinear and of mixed type. To the author's knowledge, so far there has not been a general method to deal with such kind of partial differential equations. This paper is devoted to the study of harmonic maps defined in a special manifold with a degenerate metric. 

Let $R^2$ be equipped with a degenerate metric of the form 

$g = g_{ij} dx^i dx^j = (1 - x^2)\delta_{ij} + x^i x^j$. 

Denote this manifold by $(R^2, g)$. Obviously, $g$ is a Riemannian metric inside the unit disk $D$, an indefinite metric outside and degenerate on the unit circle. According to [SE], a harmonic map from $(\Omega, g)$ into $S^2$ for some domain $\Omega$ is a critical point of the energy functional of the maps $\varphi: \Omega \rightarrow S^2$, i.e. 

$\int_{\Omega} g^{ij} \sqrt{1 - x^2} |\varphi_i \cdot \varphi_j| dx$ with $\varphi^2 = 1$. 

Its Euler-Lagrangian equation is as follows: 

$(\delta^{ij} - x^i x^j)\varphi_{ij} - 2x^i \varphi_i + (\delta^{ij} - x^i x^j)(\varphi_i \cdot \varphi_j)\varphi = 0$. 
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A $C^2$ map $\varphi$ is harmonic iff $\varphi$ satisfies (1.3). This is a semilinear system of equations of mixed type. [H] studied in detail the boundary value problems for Busemann equation, i.e. the linear part of (1.3) and [G3] also discussed the solvability in the smooth category.

Our main results are as follows:

**Theorem 1.** Let a given domain $\Omega \subset \mathbb{R}^2$ contain $\overline{D}$. Then any $C^2$ harmonic map from $(\Omega, g)$ into $S^2$ is constant.

**Theorem 2.** For any point $q$ in $D$, there is a $C^\infty$ harmonic map from $(\mathbb{R}^2 \setminus q, g)$ into $S^2$, whose range contains at least an interior point.

Further results on boundary value problems of harmonic maps defined on $(\Omega, g)$ for a general domain $\Omega$ of $\mathbb{R}^2$ will be presented in another paper.

In §2 using a transformation we reduce the proof of Theorem 1 to that of the nonexistence of nonconstant harmonic maps from a unbounded domain of $\mathbb{R}^2$ with the Euclidean metric into $S^2$. In §3 based on the transformation introduced in §2 we shall construct two harmonic maps into $S^2$, respectively, defined on some subdomains of the Euclidean plane and Minkowsky plane. Finally, we pull them back to $(D, g)$ and $(\mathbb{R}^2 / D, g)$ respectively, and smoothly match them on the unit circle. Many techniques we shall use are due to [G2].

2. **Nonexistence of a harmonic map from $(\overline{D}, g)$ into $S^2$**

Under the polar coordinates $(\theta, \rho)$ (1.3) may be rewritten in the form

\begin{equation}
(1 - \rho^2)\varphi_{\rho\rho} + \frac{1 - 2\rho^2}{\rho}\varphi_\rho + \frac{1}{\rho^2}\varphi_{\theta\theta} + \left(1 - \rho^2\right)\varphi_\rho^2 + \frac{1}{\rho^2}\varphi_\theta^2 \varphi = 0.
\end{equation}

A change of independent variables

\begin{equation}
\psi: (\theta, \rho) \rightarrow (\theta, \xi = \ln[(1 + \sqrt{1 - \rho^2})/\rho])
\end{equation}

transforms $D \setminus \{0\}$ onto $G = \{(\theta, \xi) \in \mathbb{R}^2 | 0 < \xi < +\infty, 0 \leq \theta \leq 2\pi\}$ and meanwhile, reduces (2.1) to

\begin{equation}
\varphi_{\xi\xi} + \varphi_{\theta\theta} + (\varphi_\xi^2 + \varphi_\theta^2)\varphi = 0.
\end{equation}

This is nothing else but the equation describing the harmonic maps from the Euclidean plane into $S^2$. Note that under the present circumstance, $\varphi$ must be a $2\pi$-periodic vector function of theta. Introduce a complex variable $z = \theta + i\xi$.

From the following relation

\begin{equation}
\partial_z = \frac{1}{2}(\partial_\theta + i\partial_\xi), \quad \partial_{\bar{z}} = \frac{1}{2}(\partial_\theta - i\partial_\xi).
\end{equation}

(2.3) may be put in the form

\begin{equation}
\varphi_{zz} + (\varphi_z \cdot \varphi_{\bar{z}})\varphi = 0.
\end{equation}
Multiplying both sides of (2.3') by $\varphi_z$ and using the property: $\varphi^2 = 1$ we can find

\begin{equation}
(2.4') \\
(\varphi_z^2)_{z} = 0 \quad \text{or} \quad \varphi_z^2 = f(z).
\end{equation}

(2.4') was first obtained in [G2]. This shows that $4\varphi_z^2 = u + iv$ is an analytic function and

\begin{equation}
(2.5) \\
\varphi^2 - \varphi_z^2 = u, \quad 2\varphi \cdot \varphi_z = v.
\end{equation}

We claim that $u$ and $v$ are constants if $\varphi$ is a $C^2$ harmonic map from $(\overline{D}, g)$ into $S^2$. Indeed we may view $u$ and $v$ as two harmonic functions defined in $R_+^2$ since $\varphi(\theta, \xi)$ is periodic in $\theta$. From (2.2) it is easy to see

\begin{equation}
(2.6) \quad v(\theta, 0) = 0 \quad \text{and} \quad u(\theta, \xi), v(\theta, \xi) \quad \text{uniformly}
\end{equation}

with respect $\theta$ approach to zero if $\xi \to +\infty$.

By means of the symmetric principle we may extend $v$ as a harmonic odd function of $\xi$, $\tilde{v}$, defined on the whole plane. Therefore $v = \tilde{v} = \text{constant in } R_+^2$ since $\tilde{v}$ is bounded in $R^2$. This implies that $u$ is constant in $R_+^2$ too. (2.6) and (2.5) show that these constants are zero. So far we have proved the previous assertion. Indeed we have

**Lemma 2.1.** Let $\varphi$ be a $C^2$ harmonic map from $(\Omega = \overline{D}\setminus\{0\}, g)$ into $S^2$ and sup $p|\nabla \varphi| < +\infty$. Then $\varphi_z^2 = \text{constant on } G$, i.e., $\varphi$ is a normalized harmonic map defined on $G$.

According to [G2], a harmonic map $\varphi$ such that $\varphi_z^2 = \text{constant}$ is called a normalized harmonic map. We shall discuss two cases of (2.5). Set

$$
\Sigma = \{\theta, \xi) \in R_+^2|\varphi_z = 0\}.
$$

We shall list a result in [G2] without proof.

**Lemma 2.2.** Let $u = 1$ and $v = 0$ in (2.5). Then in $R_+^2 \setminus \Sigma$ with $\text{sh}(\lambda/2) = \sqrt{\varphi_z^2}$, $m = \varphi_z/|\varphi_z|$, $n = \varphi_\theta/|\varphi_\theta|$ and $W = (\varphi^t, m^t, n^t)^t$ we have

\begin{equation}
W_\xi = AW \quad \text{where} \quad A = \begin{pmatrix}
0 & \text{sh} \frac{1}{2} & 0 \\
-\text{sh} \frac{1}{2} & 0 & -\frac{1}{2}\lambda_\theta \\
0 & \frac{1}{2}\lambda_\theta & 0
\end{pmatrix}
\end{equation}

and

\begin{equation}
W_\theta = BW \quad \text{where} \quad B = \begin{pmatrix}
0 & 0 & \text{ch} \frac{1}{2} \\
0 & 0 & \frac{1}{2}\lambda_\xi \\
-\text{ch} \frac{1}{2} & -\frac{1}{2}\lambda_\xi & 0
\end{pmatrix}
\end{equation}

Here $\lambda$ satisfies

\begin{equation}
(2.9) \quad \Delta \lambda = -\text{sh} \lambda, \quad \text{in } R_+^2 \setminus \Sigma.
\end{equation}
For the second case we have

**Lemma 2.3.** Let \( u = v = 0 \) in (2.5). Then in \( R^2_+ \setminus \Sigma \) with \( \lambda = \sqrt{\varphi_\xi^2}, \ m, \ n \) and \( W \) as defined in Lemma 2.2 we have

\[
W_\xi = AW \quad \text{where} \quad A = \begin{pmatrix} 0 & \lambda & 0 \\ -\lambda & 0 & -\frac{\mu}{\lambda} \\ 0 & \frac{\mu}{\lambda} & 0 \end{pmatrix}
\]

and

\[
W_\theta = BW \quad \text{where} \quad B = \begin{pmatrix} 0 & 0 & \lambda \\ 0 & 0 & \mu \\ -\lambda & -\mu & 0 \end{pmatrix}.
\]

Here \( \lambda \) satisfies

\[
\Delta \lambda = 4|\nabla \lambda|^2 - 2\lambda^4 \quad \text{in} \quad R^2_+ \setminus \Sigma.
\]

**Proof.** On the open set \( R^2_+ \setminus \Sigma, \ \varphi, \ m, \ n \) are \( C^\infty \)-continuous. Directly differentiating \( m, \ n \) with respect to \( \xi, \ \theta \) we find

\[
W_\xi = AW \quad \text{where} \quad A = \begin{pmatrix} 0 & \lambda & 0 \\ -\lambda & 0 & -\sigma \\ 0 & \sigma & 0 \end{pmatrix} \quad \text{with} \quad \sigma = m\nabla \xi.
\]

and

\[
W_\theta = BW \quad \text{where} \quad B = \begin{pmatrix} 0 & 0 & \lambda \\ 0 & 0 & \mu \\ -\lambda & -\mu & 0 \end{pmatrix} \quad \text{with} \quad \mu = n \cdot m\nabla \theta.
\]

From \( W_{\xi\theta} = W_{\theta\xi} \) it follows that

\[
A_\theta - B_\xi + AB - BA = 0 \quad \text{in} \quad R^2_+ \setminus \Sigma.
\]

This implies (2.10), (2.11) and (2.12) at once. Lemma 2.3 is proved.

Now we are in a position to complete the proof of Theorem 1.

The end of the proof of Theorem 1. First of all, from (2.2) and the fact that \( \varphi \) is in \( C^2(D) \) it follows that

\[
\lambda^2 = |\varphi_\xi^2| \leq C \exp(-2\xi) \quad \text{in} \quad \overline{R}_+^2
\]

for some constant \( C \). We claim:

There is a sufficiently large \( k \) such that

\[
e = \lambda^2/(1 + \xi)^k = 0 \quad \text{in} \quad \overline{R}_+^2.
\]

If (2.17) is true, then the assertion of Theorem 1 comes immediately from (2.17) and (2.5). Let us now verify (2.17). Suppose that \( e \) attains its maximum at \( (\theta^*, \xi^*) \) where \( \xi^* \) in \( (0, +\infty) \). This is possible from (2.16). If \( \lambda(\theta^*, \xi^*) = 0 \), (2.17) is proved. So we shall only discuss the case \( \lambda(\theta^*, \xi^*) \neq 0 \). In fact we have at \( (\theta^*, \xi^*) \)

\[
2(1 + \xi)^{-k} \lambda \varphi_\xi - k(1 + \xi)^{-k-1} \lambda^2 = 0,
\]

\[
2(1 + \xi)^{-k} \lambda \varphi_\theta = 0
\]
and

\begin{equation}
(2.20) \quad 0 \geq \Delta e = (1 + \xi)^{-k} [4\lambda^2 - 2\lambda^4 - 4k(1 + \xi)^{-1} \lambda \lambda_x + k(k + 1)(1 + \xi)^{-2} \lambda^2].
\end{equation}

In getting (2.20) we have used (2.12). Combining (2.18)-(2.20) we find at \((\theta^*, \xi^*)\)

\begin{equation}
(2.21) \quad \lambda^2(2\lambda^2 - k(1 + \xi)^{-2}) \geq 0.
\end{equation}

Take \(k\) so big that

\[ k \geq \sup_{R^*}(2\lambda^2(1 + \xi)^2 + 1). \]

(2.16) guarantees that the right-hand side of the last inequality is finite. Now \(\lambda(\theta^*, \xi^*) = 0\) follows at once from (2.21). So (2.17) is proved. This completes the proof of Theorem 1.

### 3. Existence of harmonic maps

This section is concerned with the construction of the harmonic map mentioned in Theorem 2. From a slight computation we can see that the rotation and the hyperbolic transformation, i.e., for any \(q = (q_1^1, q_2^2) \in D\)

\begin{equation}
(3.1) \quad \bar{x} = \frac{(1 - q^2)^{1/2}}{1 - q^T \cdot x} (\delta^{ij} - q^i q^j)^{-1/2} (x - q)
\end{equation}

keep the unit circle and are conformal with respect to \(g\) outside the unit circle. So we may assume \(q = 0\), if necessary, making a change of variables as mentioned in (3.1). Before describing the construction of the harmonic map we expected, the connection between harmonic maps from \((\overline{D}\{0\}, g)\) and from \(\overline{G}\) into \(S^2\) must be studied.

**Lemma 3.1.** Let \(\varphi\) be a smooth harmonic map from \(\overline{G}\) into \(S^2\) and let \(\varphi\) be 2\(\pi\)-periodic in \(\theta\), and \(\varphi_x(\theta, 0) = 0\) for all \(\theta\) in \([0, 2\pi]\). Then \(\varphi \circ \psi\) is a smooth harmonic map from \((\overline{D}\{0\}, g)\) into \(S^2\).

**Proof.** From the hypothesis in the present lemma it is evident that \(\varphi \circ \psi\) is a smooth harmonic map from \((\overline{D}\{0\}, g)\) into \(S^2\). So we shall only prove that \(\varphi \circ \psi\) is smooth up to the unit circle. First of all there is no difficulty in proving \(\partial_\theta^k \varphi \in C(\overline{D}\{0\})\) for each \(k \in \mathbb{Z}^+\). Furthermore,

\begin{equation}
(3.2) \quad \varphi_\rho = -\varphi_\xi / \rho \sqrt{1 - \rho^2}
\end{equation}

\[ = -\varphi_\xi \text{ch}^2 \xi / \text{sh} \xi \to -\varphi_{\xi \xi}(\theta, 0) \quad \text{if} \quad \rho \to 1. \]

Meanwhile

\begin{equation}
(3.3) \quad \partial_\theta^k \varphi_\rho \to -\partial_\theta^k \varphi_{\xi \xi}(\theta, 0) \quad \text{if} \quad \rho \to 1.
\end{equation}
Now we proceed to discuss the continuity of $\varphi_{\rho\rho}$ and $\partial^k_\theta \varphi_{\rho\rho}$. From (3.2) and integrating (2.1) we find

$$\varphi_{\rho} = \frac{-1}{\rho \sqrt{1 - \rho^2}} \int_1^\rho \sqrt{1 - \rho^2 \rho \varphi_{\rho}^2} d\rho + \frac{1}{\rho \sqrt{1 - \rho^2}} \int_1^\rho \frac{f(\theta, \rho)}{\sqrt{1 - \rho^2}} d\rho$$

$$= I_1 + I_2$$

where

$$f = \frac{-1}{\rho}(\varphi_{\theta \theta} + \varphi_{\rho}^2 \varphi).$$

(3.3) guarantees $\partial^k_\theta \partial_\rho f \in C(\overline{D}\{0\})$. Let us first consider $I_2$. A change of the variable of integration: $\tilde{\rho} \rightarrow 1 - \lambda(1 - \rho)$ yields

$$I_2 = \frac{1}{\rho \sqrt{1 + \rho}} \int_1^0 \frac{f(\theta, 1 - \lambda(1 - \rho))}{\sqrt{\lambda \sqrt{2 - \lambda(1 - \rho)}}} d\lambda.$$

Thus $\partial_\rho \partial^k_\theta I_2 \in C(\overline{D}\{0\})$. Analogously, an application of the previous change of the variables of integration gives

$$I_1 = \int_0^1 g(\rho, \lambda)(1 - \rho)\varphi_{\rho}^2 \varphi(\theta, 1 - \lambda(1 - \rho)) d\lambda$$

where $g(\rho, \lambda) = -(1 - \lambda(1 - \rho)) \sqrt{2 - \lambda(1 - \rho)/\rho \sqrt{1 + \rho}}$ is smooth near $\rho = 1$. Let us evaluate $\Delta_h \varphi_{\rho} = (\varphi_{\rho}(\theta, \rho - h) - \varphi_{\rho}(\theta, \rho))$ for all $\rho \leq 1$ and $h \geq 0$. From (3.4) we have

$$\Delta_h \varphi_{\rho} \leq \int_0^1 |\tau_h((1 - \rho)g\varphi)| \tilde{\Delta}_h(\varphi_{\rho}^2)(\rho, h) d\lambda + \int_0^1 |\varphi_{\rho}^2| |\Delta_h((1 - \rho)g\varphi)| d\lambda + |\Delta_h I_2|$$

where $\tau_h(u(\rho, h) = u(\theta, \rho - h)$ and $\tilde{\Delta}_h(f)(\rho, h) = \max\{\Delta_h f(\theta, \tilde{\rho})\}$, $\rho \leq \tilde{\rho} \leq 1$ and $0 \leq \theta \leq 2\pi$, $0 \leq h \leq h$. Hence

$$|\Delta_h \varphi_{\rho}| \leq C_1(1 - \rho + h)\tilde{\Delta}_h(\varphi_{\rho})(\rho, h) + C_1 h.$$ 

Thus

$$\tilde{\Delta}_h(\varphi_{\rho})(\rho, h) \leq 2C_1 h \quad \text{if } h \text{ and } (1 - \rho) \text{ are all less than } 1/4C_1$$

which implies

$$|\Delta_h \varphi_{\rho}/h| \leq 2C_1 \quad \text{if } h \text{ and } (1 - \rho) \text{ all } < 1/4C_1.$$ 

This means $\varphi_{\rho}$ is Lipschitz continuous if $\rho \leq 1$. So we can, under the sign of integration, differentiate (3.4) with respect to $\rho$. As a result

$$\lim_{\rho \to 1} \varphi_{\rho\rho} = -g(1, 0)\varphi_{\rho}^2 \varphi(\theta, 1) + \partial_\rho I_2 |_{\rho = 1}.$$ 

By a similar argument we can prove the continuity of $\partial^k_\theta \varphi_{\rho\rho}$ and $\partial_\theta \partial^j_\rho \varphi_{\rho\rho}$ near 1 for all $j, k \geq 0$. This completes the proof of Lemma 3.1.
Remark 3.2. The unit circle is the characteristic for (2.1). But from (2.1) $\varphi_\rho$ on the unit circle is uniquely decided by the value $\varphi(\theta, 1)$, if $\varphi$ is in $C^1(\overline{D})$. From (3.8) one can see that $\varphi_{\rho \rho}$ is uniquely decided by the value on $\partial D$ of $\varphi$, $\varphi_\rho$ and $\varphi_{\rho \theta}$, $\varphi_{\rho \theta \theta}$. So it is done by $\varphi(\theta, 1)$ if all the derivatives involved are continuous in $\overline{D}$. By a similar argument one can prove that $\partial^k_\rho \varphi$ for all $k > 2$ are completely decided by $\varphi(\theta, 1)$ if $\partial^k_\rho \varphi(\theta, \rho)$ are continuous in $\overline{D}$ for all $k$.

Remark 3.3 The transform

$$
\psi_1: (\theta, \rho) \rightarrow (\theta, \xi = (\cos^{-1}(1/\rho)))
$$

maps $R^2 \setminus D$ onto $G_1 = \{0 \leq \theta \leq 2\pi, \ 0 \leq \xi < \pi/2\}$ and the unit circle onto the segment $\{\xi = 0, \ 0 \leq \theta \leq 2\pi\}$. Under the new coordinates (2.1) may be rewritten in the form

$$
\varphi_{\vartheta \vartheta} - \varphi_{\xi \xi} + (\varphi^2 - \varphi_\xi^2)\varphi = 0 \quad \text{in} \ G_1.
$$

Let $\varphi$ be a solution smooth in $G_1$ and $2\pi$-periodic in $\theta$ and let $\varphi_\xi(\theta, 0) = 0$. Then $\varphi \circ \psi_1$ is a smooth harmonic map from $(R^2 \setminus D, g)$ into $S^2$.

Now we proceed to construct the harmonic map from $(G, E)$ (or $(G, L)$) into $S^2$. Here $E$ and $L$ stand, respectively, for Euclidean metric and Lorentzian metric. It is evident that (2.7)–(2.9) form a completely integrable system. But the difficulty in constructing a harmonic map from $(G, E)$ into $S^2$ is that $\varphi$ must be $2\pi$-periodic in $\theta$. Next we shall explain in detail this procedure. Many techniques later used are due to $[G_2]$.

The first step is to find a function $\lambda = \lambda(\xi)$ which is a solution of (2.9)

$$
\lambda'' + \sin \lambda = 0.
$$

Multiplying the last equation by $\lambda'$ we have

$$
((\lambda')^2/2)' + (\chi \lambda)' = 0.
$$

An integration of it yields a first integral

$$
(\lambda')^2 + 2 \chi \lambda = C_0
$$

where $C_0$ is a constant to be determined but bigger than 2. Directly integrating (3.11) we can obtain a smooth periodic solution in $[0, + \infty)$ $\lambda = \lambda(\xi)$ with $\lambda(0) = 0$.

The second step is to find a $2\pi$-periodic solution in $\theta$ of (2.8) for any $\xi$ in $[0, + \infty)$. This is possible. In fact the matrix $B$ in (2.8) has eigenvalues

$$
\mu_1 = 0, \quad \mu_2 = i\sqrt{C_0 + 2/2}, \quad \mu_3 = -i\sqrt{C_0 + 2/2}.
$$

In getting (3.12) we have used (3.11) and the formula $\chi \lambda = 2 \sin^2(\lambda/2) - 1$.

Fix now the constant $C_0 = 4k^2 - 2$ for any integer $k \geq 2$. Thus $\mu_2 = ik$ and
\( \mu_3 = -ik \). Meanwhile there is a smooth, real orthogonal matrix

\[
(3.13) \quad T = \begin{pmatrix}
\frac{j'}{2k} & \frac{1}{k} \cosh \frac{j}{2} & 0 \\
-\frac{1}{k} \cosh \frac{j}{2} & \frac{1}{2k} & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

such that

\[
(3.14) \quad T^\dagger BT = \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & k \\
0 & -k & 0
\end{pmatrix}.
\]

There is no difficulty in checking

\[
(3.15) \quad T' - AT = 0.
\]

Inserting (3.14) into (2.8) we can get a solution of the form

\[
(3.16) \quad W = T \begin{pmatrix}
1 & 0 & 0 \\
0 & \cos k\theta & \sin k\theta \\
0 & -\sin k\theta & \cos k\theta
\end{pmatrix} a
\]

for any constant vector \( a = (a_1, a_2, a_3)^\dagger \). An application of (3.15) to \( W \) in (3.16) provides at once that \( W \) satisfies (2.7) for each \( a \). Setting, for any unit orthogonal frame \((\varphi_0, m_0, n_0)\),

\[
(3.17) \quad \varphi = (2k)^{-1} \lambda' \varphi_0 + k^{-1} \cos k\theta \cosh(\lambda/2)m_0 + k^{-1} \sin k\theta \cosh(\lambda/2)n_0
\]

we shall check that \( \varphi \) is just the harmonic map from \((\bar{R}_+^2, E)\) into \( S^2 \) satisfying the assumptions in Lemma 3.1. A direct computation gives \( \varphi_\xi^2 = \sinh^2(\lambda/2) \) and \( \varphi_\theta^2 = \cosh^2(\lambda/2) \). By the construction of \( \lambda \) it is easy to see \( \varphi_\xi(\theta, 0) = 0 \) and \( \Sigma = \{(\theta, \xi) \in \bar{R}_+^2 | \varphi_\xi = 0 \} \) has no interior point. Obviously, \( \bar{R}_+^2 \setminus \Sigma \) is an open set and \( \varphi, \varphi_\theta, \varphi_\xi \) are linearly independent on it. In the other hand, \( \varphi_\xi(\varphi_{zz} + (\varphi_z \cdot \varphi_z)\varphi) = 0 \) \( \varphi_z(\varphi_{zz} + (\varphi_z \cdot \varphi_z)\varphi) = 0 \) since \( \varphi^2 = 1 \). This implies that \( \varphi \) satisfies (2.3) on \( R_+^2 \setminus \Sigma \). So does it in \( R_+^2 \) since \( \varphi \) is smooth in \( \bar{R}_+^2 \) and \( \Sigma \) has no interior point. Now an application of Lemma 3.1 to \( \varphi \) yields that \( \varphi \circ \psi \) is a smooth harmonic map from \((\bar{D}\setminus\{0\}, g)\) into \( S^2 \).

The end of the proof of Theorem 2. Set \( u_0(\theta) = \varphi(\theta, 0) \) and \( u_1(\theta) = 0 \) where \( \varphi \) is the map just now constructed and defined on \( \bar{R}_+^2 \). Evidently, \( u_0(\theta) \) is smooth and \( 2\pi \)-periodic, and \( u_0 \cdot u_0 = 0 \). Consider a Cauchy problem (3.10) with

\[
\varphi(\theta, 0) = u_0(\theta) \quad \text{and} \quad \varphi_\xi(\theta, 0) = 0.
\]

According to the result in [G, 1] this Cauchy problem admits a solution \( \varphi \) in \( C^\infty(R^1 \times [0, \pi/2]) \). From Remark 3.3 it follows that \( \varphi \circ \psi_1 \) is a harmonic map from \((R^2 \setminus D, g)\) into \( S^2 \). By the construction we know \( \varphi \circ \psi \) and \( \varphi \circ \psi_1 \) continuously match on the unit circle. Remark 3.2 shows that they smoothly match on the unit circle. Theorem 2 is proved.
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