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Abstract. Consider the second-order vector differential system
(1) \( x''(t) + Q(t)x(t) = 0 \)
and matrix differential system
(2) \( X''(t) + Q(t)X(t) = 0 \),
where \( x(t) \) is an \( n \)-dimensional vector function and \( X(t) \) and \( Q(t) \) are \( n \times n \) continuous matrix functions. In this article, we establish the concept that systems (1) and (2) are oscillatory with respect to partial variables. Some sufficient conditions are obtained; several examples are given to illustrate the results.

1. Introduction

Consider the second-order vector differential system

(1) \( x''(t) + Q(t)x(t) = 0 \)

where \( Q(t) = (q_{ij}(t)) \) is an \( n \times n \) continuous matrix function on \([a, \infty)\) and \( x(t) \) is an \( n \)-dimensional vector function. Some properties of (1) such as oscillation, disconjugacy, and Sturm comparison theory have been studied by many authors (see [1-4, 6, 8-11] and the references contained therein).

We will call system (1) oscillatory on \([a, \infty)\), if for \( T \geq a \), there exist \( \alpha, \beta \geq T \) and a nontrivial vector solution \( x(t) \) of (1) satisfying \( x(\alpha) = x(\beta) = 0 \), i.e., nontrivial vector solution \( x(t) \) of (1) has arbitrarily large zeros on \([a, \infty)\).

In this case, obviously every component \( x_i(t) \) (\( 1 \leq i \leq n \)) of the vector \( x(t) \) has arbitrarily large zeros on \([a, \infty)\).

Example 1. Consider the following system:

(2) \[
\begin{pmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix}'' + \begin{pmatrix}
  1 & 0 & 0 \\
  1 & -1 & 0 \\
  1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
  x_1 \\
  x_2 \\
  x_3
\end{pmatrix} = \begin{pmatrix}
  0 \\
  0 \\
  0
\end{pmatrix}.
\]
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It is easy to see that the linearly independent nontrivial solutions of (2) are

\[
X_{11} = \begin{pmatrix}
\sin t \\
\frac{1}{2} \sin t \\
\sin t
\end{pmatrix}, \quad X_{12} = \begin{pmatrix}
\sin t \\
e^{t} + \frac{1}{2} \sin t \\
t + \sin t
\end{pmatrix}, \quad X_{13} = \begin{pmatrix}
\sin t \\
e^{t} + \frac{1}{2} \sin t \\
1 + \sin t
\end{pmatrix},
\]

\[
X_{21} = \begin{pmatrix}
\cos t \\
\frac{1}{2} \cos t \\
\cos t
\end{pmatrix}, \quad X_{22} = \begin{pmatrix}
\cos t \\
e^{t} + \frac{1}{2} \cos t \\
t + \cos t
\end{pmatrix}, \quad X_{23} = \begin{pmatrix}
\cos t \\
e^{t} + \frac{1}{2} \cos t \\
1 + \cos t
\end{pmatrix}.
\]

Obviously, solutions \(X_{11}\) and \(X_{21}\) are oscillatory, that is, all components of \(X_{11}\) and \(X_{21}\) have arbitrarily large zeros on \([a, \infty)\), but just the first and the third components of \(X_{13}\) and \(X_{23}\) have arbitrarily large zeros on \([a, \infty)\), and only the first components of \(X_{12}\) and \(X_{22}\) have arbitrarily large zeros.

The above example indicates that when we study the oscillation of system (1), we will meet the special case that only some of the components (variables) of nontrivial solutions \(x(t)\) have arbitrarily large zeros on \([a, \infty)\).

We establish the following concept:

**Definition 1.** For a nontrivial vector solution \(x(t) = \text{col}(x_1(t), x_2(t), \ldots, x_n(t))\) of system (1), if only \(k\) \((1 \leq k \leq n)\) components of \(x(t)\) have arbitrarily large zeros on \([a, \infty)\), then we say that \(x(t)\) is oscillatory with respect to the \(k\) partial variables. If all nontrivial vector solutions of (1) are oscillatory with respect to the same \(k\) variables, then we say that system (1) is oscillatory with respect to the \(k\) partial variables.

**Remark 1.** We do not require that the \(k\) components of \(x(t)\) vanish at the same points. For example, both the first component \(x_1 = \sin t\) and the third component \(x_3 = 1 + \sin t\) of solution \(X_{13}\) have arbitrarily large zeros on \([0, \infty)\); we say that \(X_{13}\) is oscillatory with respect to partial variables \(x_1 = \sin t\) and \(x_3 = 1 + \sin t\), but \(x_1 = \sin t\) and \(x_2 = 1 + \sin t\) do not have the same zeros on \([0, \infty)\). Similarly, solution \(X_{23}\) is oscillatory with respect to the partial variables \(x_1 = \cos t\) and \(x_3 = 1 + \cos t\). And every solution \(X_{ij}\) \((i = 1, 2, j = 1, 2, 3)\) of system (2) is oscillatory with respect to its first component \(x_i(t)\); hence system (2) is oscillatory with respect to the partial variable \(x_i(t)\).

For convenience, we suppose that the \(k\) partial variables are the first \(k\) components of \(x(t)\), i.e., we only study the oscillation with respect to partial variables \(y(t) = \text{col}(x_1(t), x_2(t), \ldots, x_k(t))\) \((1 \leq k \leq n)\).

**Remark 2.** If \(k = n\) in Definition 1, then \(x(t)\) is oscillatory with respect to all variables; this is the ordinary case about the oscillation.

Consider the second-order matrix differential system

\[
X''(t) + Q(t)X(t) = 0
\]

in which \(X(t), Q(t)\) are \(n \times n\) continuous matrix functions on \([a, \infty)\) and \(Q(t)\) is symmetric. A matrix solution \(X(t)\) of (3) is called a nontrivial solution, if \(\det X(t) \neq 0\) for at least one \(t \in [a, \infty)\). If a nontrivial solution \(X(t)\) of (3) satisfies \(X^TX' = (X^TX')^T\), then \(X(t)\) is called a prepared solution, where
\( X^T \) denotes the transpose of \( X \). If for any \( b > a \) and for every nontrivial prepared solution \( X(t) \) of (3), \( \det X(t) \) vanishes on \([b, \infty)\), then we say that system (3) is oscillatory.

For system (3) we have the following definition:

**Definition 2.** Let \( X(t) \) be a nontrivial prepared solution of system (3). If for any \( b > a \) at least one of the \( k \)th order determinants \( (1 \leq k \leq n) \) vanishes on \([b, \infty)\), we say that the nontrivial prepared solution \( X(t) \) of system (3) is oscillatory with respect to the \( k \) partial variables. If every nontrivial prepared solution \( X(t) \) of system (3) is oscillatory with respect to the same \( k \) partial variables, then we say that system (3) is oscillatory with respect to the \( k \) partial variables.

**Remark 3.** Similarly, we do not require that the \( k \)th order determinants vanish at the same points on \([b, \infty)\).

**Example 2.** Consider the matrix differential system

\[
\begin{pmatrix}
  x_{11} & x_{12} & x_{13} \\
  x_{21} & x_{22} & x_{23} \\
  x_{31} & x_{32} & x_{33}
\end{pmatrix}'' + \begin{pmatrix}
  1 & 0 & 0 \\
  1 & -1 & 0 \\
  1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
  x_{11} & x_{12} & x_{13} \\
  x_{21} & x_{22} & x_{23} \\
  x_{31} & x_{32} & x_{33}
\end{pmatrix} = \begin{pmatrix}
  0 \\
  0 \\
  0
\end{pmatrix}.
\]

We can rewrite matrix system (4) as the following three vector systems

\[
\begin{pmatrix}
  x_{11} \\
  x_{21} \\
  x_{31}
\end{pmatrix}'' + \begin{pmatrix}
  1 & 0 & 0 \\
  1 & -1 & 0 \\
  1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
  x_{11} \\
  x_{21} \\
  x_{31}
\end{pmatrix} = \begin{pmatrix}
  0 \\
  0 \\
  0
\end{pmatrix},
\]

\[
\begin{pmatrix}
  x_{12} \\
  x_{22} \\
  x_{32}
\end{pmatrix}'' + \begin{pmatrix}
  1 & 0 & 0 \\
  1 & -1 & 0 \\
  1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
  x_{12} \\
  x_{22} \\
  x_{32}
\end{pmatrix} = \begin{pmatrix}
  0 \\
  0 \\
  0
\end{pmatrix},
\]

\[
\begin{pmatrix}
  x_{13} \\
  x_{23} \\
  x_{33}
\end{pmatrix}'' + \begin{pmatrix}
  1 & 0 & 0 \\
  1 & -1 & 0 \\
  1 & 0 & 0
\end{pmatrix} \begin{pmatrix}
  x_{13} \\
  x_{23} \\
  x_{33}
\end{pmatrix} = \begin{pmatrix}
  0 \\
  0 \\
  0
\end{pmatrix}.
\]

It is easy to see that matrix system (4) is oscillatory with respect to the partial variables \( (x_{11}, x_{12}, x_{13}) \).

In this paper, we study the oscillations of vector system (1) and matrix system (4) with respect to partial variables. Sufficient conditions are obtained in terms of coefficient matrices of (1) and (4).

Recall that a number \( b > a \) is said to be a conjugate point of \( a \) if there exists a nontrivial solution \( x(t) \) of system (1) satisfying \( x(a) = x(b) = 0 \). System (1) is said to be disconjugate on an interval \([a, b]\) if there are no conjugate points, therein, i.e., every nontrivial solution vanishes at most once in \([a, b]\).
2. Main results

The following result is due to Ahmad [1].

**Lemma 1.** Let \( Q(t) = (q_{ij}(t)) \) be continuous on \((a, \infty)\) with \( q_{ij}(t) \geq 0, 1 \leq i, j \leq n \). If (1) is disconjugate on \((a, \infty)\), then there exists a nontrivial vector solution \( u = \text{col}(u_1, u_2, \ldots, u_n) \) of (1) such that \( u(a) = 0 \) and \( u_i(t) \geq 0 \) for \( i = 1, 2, \ldots, n \) and \( t \geq a \).

**Theorem 1.** Assume that \( Q(t) = (q_{ij}(t)) \) is continuous on \((a, \infty)\) and \( q_{ij}(t) \geq 0, 1 \leq i, j \leq n \). If there exists an integer \( k, 1 \leq k \leq n \), such that each column of the first \( k \) columns of \( Q(t) \) contains an element \( q_{ij}(t) \) such that \( \int_{a}^{\infty} q_{ij}(s) \, ds = \infty \), then system (1) is oscillatory with respect to the \( k \) partial variables.

**Proof.** Let \( y(t) = \text{col}(x_1(t), \ldots, x_k(t)), z(t) = \text{col}(x_{k+1}(t), \ldots, x_n(t)) \), and let \( x(t) = \text{col}(y(t), z(t)) \) be a nontrivial vector solution of system (1). Suppose that (1) is not oscillatory with respect to \( y(t) \). Then \( x(t) \) is nonoscillatory on \([a, \infty)\); hence for some \( T > a \), system (1) is disconjugate on \((T, \infty)\). By Lemma 1, there exists a nontrivial solution \( u = \text{col}(u_1, \ldots, u_n) \) of (1) such that \( u_i(t) \geq 0 \) on \((T, \infty)\), \( 1 \leq i \leq n \). Since for each \( i, 1 \leq i \leq n \), we have

\[
 u_i''(t) + \sum_{j=1}^{n} q_{ij}(t)u_j(t) = 0,
\]

so \( u_i''(t) \leq 0 \) for \( t \geq T \). It follows that \( u_i'(t) \geq 0 \) for \( t \geq T \). For, if \( u_i'(t) < 0 \) for some \( t_0 > T \), then \( u_i'(t) \leq u_i'(t_0) < 0 \) for some \( t \geq t_0 \). But this would imply that \( u_i(t) \rightarrow -\infty \) as \( t \rightarrow -\infty \), in contradiction to the fact that \( u_i(t) \geq 0 \).

Now, since \( u_i(t) \geq 0 \) and \( u_i'(t) \geq 0 \) on \((T, \infty)\), it follows that for each \( i, 1 \leq i, j \leq k \), either \( u_i(t) \equiv 0 \) or \( u_i(t) > 0 \) for \( t > T \). If \( u_i(t) \equiv 0 \) for all \( 1 \leq i \leq k \) and all \( t > T \), then \( u_1(t), \ldots, u_k(t) \) have arbitrarily large zeros on \([T, \infty)\), that is, \( u(t) \) is oscillatory with respect to \( u_1(t), \ldots, u_k(t) \), which contradicts the assumption. So for \( T_0 > T \), there exists an integer \( j, 1 \leq j \leq k \leq n \), such that \( u_j(t) > 0 \) for \( t > t_0 \). By hypothesis, there is an integer \( i, 1 \leq i \leq k \leq n \), such that

\[
 \int_{T_0}^{\infty} q_{ij}(s) \, ds = \infty.
\]

Since \( u_j(t) > 0 \) and \( u_j'(t) \geq 0 \) on \((T_0, \infty)\), we can find a real number \( p \) such that \( 0 < p \leq u_j(t) \) for \( t \geq T_0 \). If we let \( e_j \) be the \( j \)th unit basis vector, then \( pe_j \leq u(t) \) for \( t \geq T_0 \). Therefore

\[
pQ(t)e_j + u''(t) \leq Q(t)u(t) + u''(t) = 0,
\]

from which it follows that \( pq_{ij}(t) \leq -u_i''(t) \) and consequently that

\[
P \int_{T_0}^{T} q_{ij}(s) \, ds - u_j(T_0) \leq -u_i'(t).
\]
But from (5), it follows that \( u_i'(t) \to -\infty \) as \( t \to -\infty \), in contradiction to the fact that \( u_i'(t) \geq 0 \) for \( t \geq t_0 \). This contradiction completes the proof.

**Corollary.** Suppose there exists an integer \( k, 1 \leq k \leq n \), such that \( q_{ij}(t) \geq 0 \) for \( 1 \leq i, j \leq k \leq n \), and \( \int_{-\infty}^{\infty} q_{ii}(s) \, ds = \infty \) for each \( i, 1 \leq i \leq k \leq n \), then system (1) is oscillatory with respect to the \( k \) partial variables.

To discuss the oscillation with respect to partial variables for the matrix system (3), we recall the following notation (cf. [5]): for any \( n \times n \) symmetric matrix \( Q \), the sequence of symmetric matrices \( Q_k = (q_{ij}) \), \( i, j = 1, 2, \ldots, k \) for \( k = 1, 2, \ldots, n \), satisfies \( \lambda_{j+1}(Q_{k+1}) \leq \lambda_j(Q_k) \leq \lambda_j(Q_{j+1}) \), where \( \lambda_j(Q_k) \) denotes the \( j \)th eigenvalue of \( Q_k \), \( 1 \leq j \leq k \), and we take it that \( \lambda_1(Q_k) \) indicates the largest eigenvalue of \( Q_k \). The trace of \( Q_k \) will be designed by \( \text{tr}(Q_k) \).

**Lemma 2.** Let \( V(t) = V^T(t) \) be an \( n \times n \) continuous matrix for \( t \geq a \). Suppose there exists an integer \( k, 1 \leq k \leq n \), such that for \( t \geq a \)

\[
\limsup_{t \to -\infty} \frac{1}{t} \text{tr} \left( V_k(t) + \int_a^t V_k^2(s) \, ds \right) \leq M < +\infty
\]

for some fixed constant \( M > 0 \). Then it follows that

\[
\liminf_{t \to -\infty} \frac{1}{t} \lambda_1 \left( \int_a^t V_k^2(s) \, ds \right) < \infty.
\]

The proof is similar to that of Lemma 2.1 in [10] and is omitted.

**Theorem 2.** Suppose that \( Q(t) \) is an \( n \times n \) continuous symmetric matrix for \( t > a \). If there exists an integer \( k, 1 \leq k \leq n \), such that

(i) \( \liminf_{t \to -\infty} \frac{1}{t} \text{tr} \left( \int_a^t Q_k(s) \, ds \right) > -\infty \)

(ii) \( \lim_{t \to -\infty} \lambda_1 \left( \int_a^t Q_k(s) \, ds \right) = \infty \),

then system (3) is oscillatory with respect to the \( k \) partial variables.

**Proof.** On the contrary, we assume that system (3) is nonoscillatory for all variables; then there exists an \( a \geq 0 \) such that system (3) is disconjugate on \([a, \infty)\). Hence, by [7, p. 388, Theorem 10.2] there exists a nontrivial prepared solution \( X(t) \) of (3) such that \( \det X(t) \neq 0 \) on \((a, \infty)\). Define \( V(t) = X'(t)X^{-1}(t), t \geq a \). By (3) we obtain the Riccati equation

\[
-V'(t) = Q(t) + V^2(t), \quad t \geq a.
\]

Since \( V(t) = V^T(t) \), integrating (8) from \( a \) to \( t \), we have that for \( 1 \leq k \leq n \)

\[
-V_k(t) + V_k(a) = \int_a^t Q_k(s) \, ds + \int_a^t V_k^2(s) \, ds
\]

\[
\geq \int_a^t Q_k(s) \, ds, \quad t \geq a
\]

then

\[
\lambda_1 \left( \int_a^t Q_k(s) \, ds \right) \leq \lambda_1(-V_k(t)) + \lambda_1(V_k(a)), \quad t \geq a.
\]
Taking the limit as $t \to \infty$ in (11) we obtain $\lim_{t \to \infty} \lambda_1(-V_k(t)) = \infty$, then $\lim_{t \to \infty} \lambda_1(V_k^2(t)) = \infty$, hence $\lim_{t \to \infty} \text{tr}(V_k^2(t)) = \infty$. Similar to the procedure in [10], we get

\begin{equation}
\lim_{t \to \infty} \frac{1}{t} \lambda_1 \left( \int_a^t V_k^2(s) \, ds \right) = \infty.
\end{equation}

Now taking the trace functional on both sides of (9), we have

\begin{equation}
\text{tr} \left( V_k(t) + \int_a^t V_k^2(s) \, ds \right) = \text{tr}(V_k(a)) - \text{tr} \left( \int_a^t Q_k(s) \, ds \right).
\end{equation}

So

\begin{align*}
\limsup_{t \to \infty} \frac{1}{t} \text{tr} \left( V_k(t) + \int_a^t V_k^2(s) \, ds \right) &\leq \lim_{t \to \infty} \frac{1}{t} \text{tr}(V_k(a)) - \liminf_{t \to \infty} \frac{1}{t} \text{tr} \left( \int_a^t Q_k(s) \, ds \right) \\
&\leq M < +\infty.
\end{align*}

Lemma 2 now implies that

\begin{equation}
\liminf_{t \to \infty} \frac{1}{t} \lambda_1 \left( \int_a^t V_k^2(s) \, ds \right) < 0,
\end{equation}

which contradicts (12) and completes the proof.

3. Examples

Example 3. Consider the second-order vector differential system

\begin{equation}
\begin{pmatrix} x_1 \\ x_2 \end{pmatrix}'' + \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{2}t^{-2} \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \end{pmatrix}.
\end{equation}

The first column of $Q(t)$ contains an element $q_{11}(t) = 1$, which satisfies that $\int_0^\infty q_{11}(s) \, ds = \infty$. By Theorem 1, system (14) is oscillatory with respect to the partial variable $x_1(t)$.

Example 4. Consider the second-order matrix differential system

\begin{equation}
\begin{pmatrix} x_{11} & x_{12} & x_{13} & x_{14} \\ x_{21} & x_{22} & x_{23} & x_{24} \\ x_{31} & x_{32} & x_{33} & x_{34} \\ x_{41} & x_{42} & x_{43} & x_{44} \end{pmatrix}'' + \begin{pmatrix} 0 & -\frac{1}{2}t^{\frac{1}{2}} & c_1 & d_1 \\ -\frac{1}{2}t^{\frac{1}{2}} & -1 + \frac{1}{2}t^{-\frac{1}{2}} & c_2 & d_2 \\ c_3 & c_2 & d_3 & d_4 \\ d_1 & c_2 & c_3 & d_4 \end{pmatrix} \begin{pmatrix} x_{11} & x_{12} & x_{13} & x_{14} \\ x_{21} & x_{22} & x_{23} & x_{24} \\ x_{31} & x_{32} & x_{33} & x_{34} \\ x_{41} & x_{42} & x_{43} & x_{44} \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix},
\end{equation}

where $c_i = c_j(t)$, $d_j = d_j(t)$, $(i = 1, 2, 3, j = 1, 2, 3, 4)$ are arbitrarily continuous functions on $[0, \infty)$ vanishing at $t = 0$. With $k = 2$ in Theorem 2, we can calculate that

\begin{equation}
\lambda_1 \left( \int_0^t Q_2(s) \, ds \right) = t^{\frac{1}{2}} \to \infty, \quad \lambda_2 \left( \int_0^t Q_2(s) \, ds \right) = -t,
\end{equation}
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Since
\[ \liminf_{t \to \infty} \frac{1}{t} \text{tr} \left( \int_0^t Q_2(s) \, ds \right) = \liminf_{t \to \infty} \frac{-t + t^k}{t} \geq -1 > -\infty. \]
By Theorem 2, we know that the above system is oscillatory with respect to the partial variables \( y_1 = \text{col}(x_{11}, x_{21}) \) and \( y_2 = \text{col}(x_{12}, x_{22}) \).
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