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Abstract. We calculate a bound on hitting times for Brownian motion defined on any nested fractal. We apply this bound to show that any such process is point recurrent. We then show that any diffusion on a nested fractal must have a transition density with respect to Hausdorff measure on the underlying fractal. We also prove that any Brownian motion on a nested fractal has a jointly continuous local time with a simple modulus of space-time continuity.

0. Introduction

Recently the study of diffusion processes has been extended to inherently "rough" or nondifferentiable state spaces. Several authors have constructed diffusions on fractals, particularly, on the so-called "nested fractals." Diffusions have been constructed on the Sierpinski gasket by Goldstein [5], Kusuoka [8], and Barlow and Perkins [2], and on the Vicsek snowflake by Krebs [7].

In his 1990 monograph, Lindstrøm observed that nested fractals share common properties that permit a general construction of a diffusion on any fractal set satisfying a set of four axioms. (See Lindstrøm [9] for further details.) This raises the natural question of what properties are common to every diffusion on any nested fractal.

The fundamental fact about nested fractals is that they can be approximated to an arbitrary degree of accuracy by regular graphs. This makes it possible to approximate a diffusion on a nested fractal by a random walk on a reasonably simple graph. Properties of the diffusion can then be deduced from the properties of the approximating random walks.

In this work, we use random walks on the graphs approximating a nested fractal to estimate moments of the hitting times of the diffusion on the nested fractal. This gives us an estimate of the modulus of continuity of the diffusion. We then apply this simple bound to answer questions about the behavior of the diffusion. In particular, we can show that any diffusion on a nested fractal is point recurrent, that any such diffusion has a jointly continuous local time with a space-time modulus of continuity that we can estimate, and that any...
such diffusion has a transition density with respect to Hausdorff measure on the underlying fractal.

A brief overview of the terminology of diffusions on nested fractals is given in §1. In §2, we estimate the mean of time required for the diffusion to hit an arbitrary point, starting from an arbitrary point. In §3, we apply the bound to solve several problems posed by Lindstrøm in [9].

1. Brownian motion on nested fractals

In this section we present a brief review of nested fractals, as well as the theorems establishing the existence of Brownian motion on such sets. This exposition follows the comprehensive treatment of these ideas given in [9, Chapters I–V], which also provides some examples to motivate the ideas.

Let \{\phi_1, \ldots, \phi_\mu\} be a set of \(\nu\)-similitudes in \(\mathbb{R}^n\). \(\phi_j(x) = \nu^{-1} \cdot U_j x + b_j\) where \(U_j : \mathbb{R}^n \to \mathbb{R}^n\) is an orthogonal transformation and \(b_j\) is a fixed vector. For bounded subsets \(A\) of \(\mathbb{R}^n\), define \(\mathcal{M}(A) = \bigcup_1^\mu \phi_j(A)\). It is well known that there exists a unique compact set \(\Gamma\) such that \(\Gamma = \mathcal{M}(\Gamma)\). (See, e.g., Hutchinson [6].)

It is well known that if \(\phi_j\) is a \(\nu\)-similitude with \(\nu > 1\) then \(\phi_j\) has a unique fixed point \(x_j\) in \(\mathbb{R}^n\). Let \(F^0\) be the set of fixed points of \(\{\phi_1, \ldots, \phi_\mu\}\). Say that a fixed point \(x\) is essential if there exist \(i \neq j\) such that \(\phi_i(x) = \phi_j(x)\). Let \(F\) denote the set of essential fixed points of the system \(\{\phi_1, \ldots, \phi_\mu\}\). It is not hard to see that \(F \subset \Gamma\).

For any \(A \subset \mathbb{R}^n\), let \(A^{(0)} = A\) and let \(A^{(n)} = \mathcal{M}(A^{(n-1)})\), \(n = 1, 2, \ldots\). Call \(F^{(n)}\) the set of \(n\)-points of \(\Gamma\). If \(\phi_{i_1}, \ldots, \phi_{i_n}\) is any sequence of transformations in \(\{\phi_1, \ldots, \phi_\mu\}\), call \(F_{i_1}, \ldots, i_n = \phi_{i_1} \circ \cdots \circ \phi_{i_n}(F)\) an \(n\)-cell. Say that \(r_{i_1, \ldots, i_n} = \phi_{i_1} \circ \cdots \circ \phi_{i_n}(\Gamma)\) is the associated \(n\)-complex.

After Lindstrøm [9], we say that \(\Gamma\) is a nested fractal if it satisfies the following four conditions:

(i) Any two 1-cells \(C\) and \(C'\) are connected by a sequence of 1-cells.

(ii) For \(x, y \in F\), let \(l_{x,y}\) be the line midway between \(x\) and \(y\) and let \(R_{x,y}\) be reflection about \(l_{x,y}\). Then \(R_{x,y}\) maps \(n\)-cells into \(n\)-cells, and any \(n\)-cell containing points on both sides of \(l_{x,y}\) is mapped into itself.

(iii) If \(i_1, \ldots, i_n\) and \(j_1, \ldots, j_n\) are distinct sequences, then \(F_{i_1}, \ldots, i_n \neq F_{j_1}, \ldots, j_n\) and \(\Gamma_{i_1}, \ldots, i_n \cap \Gamma_{j_1}, \ldots, j_n = F_{i_1}, \ldots, i_n \cap F_{j_1}, \ldots, j_n\).

(iv) There exists a bounded open set \(V\) such that \(\phi_1(V), \ldots, \phi_\mu(V)\) are disjoint and \(\bigcup_1^\mu \phi_i(V) \subset V\).

We recall Lindstrøm's construction of Brownian motion on a nested fractal starting from random walks on \(F^{(n)}\). Treat \(F^{(n)}\) as a graph by saying that \(x\) and \(y\) are adjacent if they belong to a common \(n\)-cell. Since \(F^{(n)}\) is defined as the image of \(F\) under a family of similitudes, we restrict our attention to \(F\) momentarily.

Say that pairs of adjacent vertices \(\{x, y\}\) and \(\{u, v\}\) in \(F\) are equivalent if \(||x - y|| = ||u - v||\). Fix \(x \in F\). Let the equivalence classes of edges of the form \(\{x, u\}, u \in F\), be \(C_1, \ldots, C_r\), and suppose \(|C_j| = m_j\), \(j = 1, \ldots, r\). Say that a vector \((p_1, \ldots, p_r)\) is a set of basic transition probabilities if \(p_1 \geq p_2 \geq \cdots \geq p_r \geq 0\) and \(\sum_j p_j \cdot m_j = 1\). Let \((\tau_1, \ldots, \tau_r)\) be distributions on \((0, \infty)\) with finite second moments, and let \(t_j = \int_0^\infty x \tau_j(dx)\), \(j = 1, \ldots, r\).

We can define a stochastic process on \(F^{(n)}\) by specifying that if we arrive at
a vertex \( x \) at a time \( t \), then the probability that the next vertex we visit is \( y \) will be proportional to \( p_j \) if \( \{x, y\} \in C_j \); the distribution of the time required to move to \( y \) will then be \( \tau_j \). The evolution at time \( t \) is independent of the previous evolution of the process. We will refer to such a process as a random walk with parameters \( (p, \tau) \).

Let \( Y_t^{(n)} \) be a random walk on \( F^{(n)} \). For \( 1 \leq k \leq n \), a random walk is induced on \( F^{(n-k)} \) by sampling \( Y_t^{(n)} \) at the times it visits \( F^{(n-k)} \) and using the strong Markov property. Suppose the parameters of \( Y_t^{(n)} \) are \( (p, \tau) \) and the parameters of the induced random walk on \( F^{(n-k)} \) are \( (p^{(k)}, \tau^{(k)}) \). In general, \( p \neq p^{(k)} \) and \( \tau \neq \tau^{(k)} \) for any \( k \). We say that the specification \( (p, \tau) \) is stable if \( p = p^{(n)} \) and there exists \( \lambda > 0 \) such that \( \tau^{(n)}(dt) = \tau(\lambda^n \times dt) \) for \( n = 1, 2, \ldots \).

If \( \{X_t\} \) is a process on \( \Gamma \) with continuous sample paths, let \( S_{0,k}^X = 0 \) and \( S_{n,k}^X = \inf\{t > S_{n-1,k}^X: X_t \in F^{(k)} \setminus \{X(S_{n-1,k}^X)\} \} \). Lindström has shown the following two theorems.

**Theorem 1.1.** For any nested fractal \( \Gamma \), there always exists at least one stable specification \( (p, \tau) \).

Proof. This is Theorems V.5 and VI.5 of [9]. \( \square \)

**Theorem 1.2.** Let \( (p, \tau) \) be a stable specification. Then, there exists a strong Markov process \( \{Y_t\} \) with continuous sample paths on \( \Gamma \) such that for any \( k \geq 0 \), \( \{Y_t(S_{n,k}^X)\}_{n=0}^{\infty} \) is a random walk on \( F^{(k)} \) specified by \( (p, \tau(\lambda^{-k} \times dt)) \).

Proof. This is Theorem VII.8 of [9]. \( \square \)

Remark. Proposition IV.11 of [9] shows that it is always possible for a random walk on \( F^{(1)} \) to pass directly between any arbitrary vertices of \( F^{(0)} \). It follows that for any stable set of basic transition probabilities \( p_r > 0 \).

Henceforward, we will always assume that we are working with some arbitrary stable specification \( (p, \tau) \) and the Brownian motion \( Y_t \) that it generates. To review, the three parameters of Brownian motion \( Y_t \) are

- \( \nu = \) the linear scaling factor,
- \( \mu = \) the volume scaling factor,
- \( \lambda = \) the time scaling factor.

We also have the following derived parameters:

\[
\begin{align*}
d_f &= \log_\nu \mu = \text{the fractal dimension,} \\
d_s &= \log_\lambda \mu = \text{the spectral dimension,} \\
d_w &= \log_\nu \lambda = \text{the dimension of the walk.}
\end{align*}
\]

2. Estimates of hitting times

We will begin with two lemmas on finite Markov chains. We first identify the stationary measure of a weighted random walk on a finite connected graph \( (G, \mathcal{E}) \). For each edge \( \{x, y\} \in G \), let \( w_{x,y} = w_{y,x} \) be a strictly positive number, and let \( d_x = \sum_{y \in N_x} w_{x,y} \). Define \( P_{x,y} = w_{x,y} \cdot d_x^{-1} \) if \( \{x, y\} \) is an edge and \( P_{x,y} = 0 \) otherwise. Then it is easy to see that \( P \) is a stochastic matrix on \( G \times G \). Let \( X_n \) be a Markov chain on \( G \) with transition matrix \( P \).
Lemma 2.1. For \( x \) in \( G \), let \( m(x) = d_x \cdot \left( \sum_{y \in G} d_y \right)^{-1} \). Then, \( m(x) \) is a reversible stationary measure for \( \{X_n\} \).

Proof. As \( P_{x,y} = w_{x,y} \cdot d_x^{-1} \) we see that

\[
m(x) \cdot P_{x,y} = w_{x,y} \cdot \left( \sum_{z \in G} d_z \right)^{-1} = m(y) \cdot P_{y,x},
\]

so that \( m \) satisfies the detailed balance equations. □

Next, we wish to bound expected hitting times for a finite Markov chain. Suppose \( E \) is an arbitrary finite set, and let \( P \) be a stochastic matrix on \( E \). Let \( X_n \) be a Markov chain on \( E \) with transition matrix \( P \). Let \( j \in E \) be fixed, and suppose \( \theta = \inf_{i \in E} P_{ij} > 0 \). Let \( T_j = \inf\{n : X_n = j\} \).

Lemma 2.2. \( E^iT_j < (1 - \theta)^{-1} \) for all \( i \in E \).

Proof. Define the matrix \( \overline{P} \) by

\[
\begin{align*}
\overline{P}_{jj} &= P_{jj}; \\
\overline{P}_{ij} &= \theta, \quad i \neq j; \\
\overline{P}_{ii} &= P_{ii} + P_{ij} - \theta; \\
\overline{P}_{ik} &= P_{ik}, \quad k \neq i, j.
\end{align*}
\]

It is easy to verify that \( \overline{P} \) is a stochastic matrix. Let \( Z_n \) be a Markov chain with transition matrix \( \overline{P} \). If \( S_j = \inf\{n : Z_n = j\} \), then \( S_j \) has a shifted geometric distribution with parameter \( \theta \), whatever the starting state \( i \). So, \( E^iT_j = (1 - \theta)^{-1} \) for all \( i \in E \). To compare \( E^iT_j \) and \( E^iS_j \), define the matrix \( Q \) on \( E \times E \) by

\[
\begin{align*}
Q((k, l), (j, j)) &= \theta; \\
Q((k, l), (j, q)) &= (P_{kj} - \theta) \cdot (1 - \theta)^{-1} \cdot \overline{P}_{lq}, \quad q \neq j; \\
Q((k, l), (r, q)) &= P_{kr} \cdot (1 - \theta)^{-1} \cdot \overline{P}_{lq}, \quad q, r \neq j.
\end{align*}
\]

Straightforward calculations show

\[
\begin{align*}
\sum_{l, q} Q((k, l), (r, q)) &= P(k, r), \\
\sum_{k, r} Q((k, l), (r, q)) &= \overline{P}(l, q).
\end{align*}
\]

It follows from this that \( Q \) is a stochastic matrix that defines a coupling of \( X_n \) and \( Z_n \). Let \( \{(X_n, Z_n)\} \) be a Markov chain on \( E \times E \) starting from \( (i, i) \) with transition matrix \( Q \). If \( i \neq j \), then if \( Z_n = j \), either \( X_n = j \) too, or \( X_{n-1} = j \), by definition of \( Q \). Thus, \( T_j \leq S_j \), so that \( E^iT_j \leq E^iS_j = (1 - \theta)^{-1} \) for all \( i \) in \( E \). □

We now return to Brownian motion \( Y_t \) on \( \Gamma \). For \( y \in \Gamma \), let \( T_y = \inf\{t > 0 : Y_t = y\} \).

Lemma 2.3. Let \( F^* \) be an \( n \)-cell in \( \Gamma \) and suppose \( x, y \in F^* \). There exists a constant \( B \) independent of \( x, y \) and \( F^* \) such that \( E^{x}T_y \leq B \cdot (\mu/\lambda)^n \).

Remark. Corollary IX.5 of [9] shows that \( \lambda > \mu \). So Lemma 2.3 shows that the expected hitting times on an \( n \)-cell are bounded by a decreasing geometric sequence.
Proof. Suppose \( Y_0 = x \). Let \( S_1 = \inf\{t: Y_t \in F^{(n)}(x)\} \), and let \( S_k = \inf\{t: Y_t \in F^{(n)}(Y(S_{k-1}))\} \), \( k = 1, 3, \ldots \). Define \( T_1 = S_1 \), \( T_k = S_k - S_{k-1} \), \( k = 2, 3, \ldots \). By the strong Markov property, \( \{Y(S_k)\} \) is a weighted random walk on \( F^{(n)} \). We can write

\[
ET_y = E \left[ E \left[ \sum_{i=1}^{N_y} T_i | Y(S_0), \ldots, Y(S_{N_y}) \right] \right],
\]

where \( N_y = \inf\{k: Y(S_k) = y\} \). By the strong Markov property, \( T_i \) is conditionally independent of \( Y(S_1), Y(S_2), \ldots \), given \( Y(S_i) \). For an arbitrary index \( i \leq N_y \), suppose \( Y(S_i) = u \) and \( Y(S_{i+1}) = v \), where \((u, v)\) is in the equivalence class \( C_k \). Then the conditional distribution of \( T_i \) will be \( \tau_k(\lambda^{-n} \times dt) \) and \( E[T_i | Y(S_i) = u, Y(S_{i+1}) = v] = \lambda^{-n} \cdot t_k \). Let \( t^* = \max\{t_1, \ldots, t_r\} \). Then

\[
ET_y = E \left[ \sum_{i=1}^{N_y} E[T_i | Y(S_0), \ldots, Y(S_{N_y})] \right] \
\]

\[
= E \left[ \sum_{i=1}^{N_y} E[T_i | Y(S_{i-1}), Y(S_i)] \leq \lambda^{-n} t^* E[N_y],
\]

since \( N_y \) is measurable with respect to \( \sigma(Y(S_0), \ldots, Y(S_{N_y})) \).

Define a sequence of "special" stopping times \( S'_0, S'_1, \ldots \) by letting \( S'_0 = 0 \) and taking \( S'_{k+1} = \inf\{S_n > S'_k: Y(S_n) \in F^* \) and \( Y(S_{n-1}) = Y(S'_k)\} \). Define \( M_y \) as the smallest \( m \) such that \( Y(S_m) = y \) and \( S_m \) is special. Clearly \( M_y \geq N_y \). We can write

\[
M_y = \sum_{i=1}^{K} \left( \sum_{j=1}^{V_i} U_{ij} + 1 \right),
\]

where \( K \) is the number of special stopping times before \( S(M_y) \), \( V_i \) is the number of excursions from \( Y(S'_i) \) into \( F^{(n)} \setminus F^* \) that \( Y \) takes between \( S'_i \) and \( S'_{i+1} \), and \( U_{ij} \) is the length of the \( j \)th such excursion. Note that nested fractals do contain vertices belonging to a single \( n \)-cell. Thus, \( V_i \equiv 0 \) may occur for certain vertices; in this case, \( U_{ij} \) is undefined.

We can regard \( Y(S'_1), Y(S'_2), \ldots \) as a Markov chain on \( F^* \), with transition probabilities given by \( \{p_1, \ldots, p_r\} \). Since \( \{p_1, \ldots, p_r\} \) is a stable set of basic transition probabilities, \( p_1 \geq \cdots \geq p_r > 0 \). Thus \( P[Y(S_1) = u | Y(S_2) = v] \geq p_r \) for all \( u \) in \( F^* \). By Lemma 2.2,

\[
EK \leq (1 - p_r)^{-1}.
\]

To estimate \( V_i \), define the multiplicity of a vertex \( v \) in \( F^{(n)} \) as the number of \( n \)-cells that contain \( v \). Let \( \rho \) be the maximum multiplicity of a vertex in \( F^{(n)} \). Then, \( V_i \) is always dominated by a geometric random variable with parameter \( \rho^{-1} \). Thus,

\[
EV_i \leq \rho - 1.
\]

Suppose \( V_i \neq 0 \). Then \( U_{ij} \) is the number of steps required by a weighted random walk \( \tilde{Y}_i \) on \( F^{(n)} \) starting from some vertex \( z \neq y \) to return to \( z \), given
that \( \tilde{Y}_1 \notin F^* \). Necessarily, the multiplicity of \( z \) is at least 2, so 
\[ P[\tilde{Y}_1 \notin F^*] \geq 1/2. \]
Let \( R_z \) be the number of steps required for \( \tilde{Y}_1 \) to return to \( z \). An elementary conditioning argument gives

\[ E^z R_z \geq E^z[R_z | \tilde{Y}_1 \notin F^*]P[\tilde{Y}_1 \notin F^*] = \frac{1}{2} E^z[\tilde{Y}_1 \notin F^*] = \frac{1}{2} E U_{ij}. \]

To bound \( ER_z \), use \((p_1, \ldots, p_m)\) as weights and apply Lemma 2.1, to see

\[ E R_z \leq m(x)^{-1} = d_x^{-1} \cdot \left( \sum_{y \in F(n)} d_y \right) \leq 1 \cdot 2 \cdot \left( \sum \text{ all edges } p_x, y \right) \]

\[ \leq 2 \cdot p_1 \cdot (\text{# of edges in } F(n)) \leq 2 \cdot p_1 \cdot A \cdot \mu^n. \]

We condition on \( K, V_1, \ldots, V_K \) and apply (2.6) and (2.7), giving

\[ E[M_y] = E \left[ E \left[ \sum_{i=1}^{K} \left( \sum_{j=1}^{V_i} U_{ij} + 1 \right) \middle| K, V_1, \ldots, V_K \right] \right] \]

\[ = E \left[ \sum_{i=1}^{K} \left( \sum_{j=1}^{V_i} E[U_{ij} + 1 | K, V_1, \ldots, V_K] \right) \right] \]

\[ \leq E \left[ \sum_{i=1}^{K} V_i \right] \cdot (2 \cdot 2 \cdot p_1 \cdot A \cdot \mu^n + 1). \]

Similarly, conditioning on \( K \) and applying (2.5) and (2.4) gives

\[ E \left[ \sum_{i=1}^{K} V_i \right] \leq E K \cdot (\rho - 1) \leq \frac{\rho - 1}{1 - p_r}. \]

Combine (2.8) and (2.9) to get

\[ E M_y \leq \frac{4}{1 - p_r} \cdot [(\rho - 1) \cdot p_1 \cdot A \cdot \mu^n + 1]. \]

Together with (2.2), this gives

\[ E T_y \leq E M_y \cdot \lambda^{-n} t^* \]

\[ \leq 4 t^* \cdot \frac{(\rho - 1)}{1 - p_r} \cdot A \left( \frac{\mu}{\lambda} \right)^n + (\rho - 1) \cdot \lambda^{-n} \leq B \left( \frac{\mu}{\lambda} \right)^n. \]

**Theorem 2.4.** Let \( x, y \in \Gamma \) with \( ||x - y|| \leq \nu^{-n} \). Then there exists a constant \( D \) independent of \( x \) and \( y \) such that \( E^x T_y < D(\mu/\lambda)^n \).

**Proof.** Let \( F^{(\infty)} = \bigcup_{0}^{\infty} F^{(n)} \). Suppose first that \( x, y \in F^{(\infty)} \) and that there is an \( n \)-complex \( \Gamma^* \) such that \( x, y \in \Gamma^* \). There exists \( m \geq n \) such that \( x, y \in F^{(m)} \). If \( m = n \), then the theorem reduces to Lemma 2.3, and \( E^x T_y < B(\mu/\lambda)^{-n} \). So, suppose \( m > n \), and assume that if \( u, v \in F^{(m-1)} \) then \( E^u T_v < \sum_{k=n}^{m-1} 2B(\mu/\lambda)k \). There must exist \( u, v \in F^{(m-1)} \cap \Gamma^* \) such that \( \{x, u\} \) and \( \{y, v\} \) belong to the same \( m \)-cells. Then

\[ E^x T_y \leq E^x T_u + E^u T_v + E^v T_y \]

\[ \leq B(\mu/\lambda)^m + \sum_{k=n}^{m-1} 2B(\mu/\lambda)^k + B(\mu/\lambda)^m \leq \sum_{k=n}^{m} 2B(\mu/\lambda)^k, \]
by the inductive hypothesis and Lemma 2.3. However,

\[ \sum_{k=n}^{m} 2B(\mu/\lambda)^k \leq \sum_{k=n}^{\infty} 2B(\mu/\lambda)^k = 2B \cdot (\mu/\lambda)^n \cdot \lambda/(\lambda - \mu). \]

Next, suppose \( x, y \in F^{(\infty)} \), but no \( n \)-complex contains both \( x \) and \( y \). Since the diameter of an \( n \)-complex is at least \( \nu^{-n} \), it follows that \( x \) and \( y \) belong to adjoining \( n \)-complexes, say \( \Gamma_a \) and \( \Gamma_b \). If we let \( z \in \Gamma_a \cap \Gamma_b \), then \( z \in \Gamma^{\infty} \) and \( ||x - z|| \) and \( ||y - z|| \) are both less than \( \nu^{-n} \). Applying (2.12), we have

\[ E^x T_y \leq E^x T_z + E^z T_y \leq 4B \cdot (\mu/\lambda)^{-n} \cdot \lambda/(\lambda - \mu). \]

If \( x \in F^{(\infty)} \) and \( y \in \Gamma \setminus F^{(\infty)} \), then there exist \( n \)-complexes \( \Gamma_n \), \( n = 1, 2, \ldots \), such that \( y = \bigcap_{i=1}^{\infty} \Gamma_n \). If \( x \in F^{(\infty)} \) and \( ||x - y|| < \nu^{-n} \), then there exists \( N \) such that \( m \geq N \) implies \( \sup\{||x - z||: z \in \Gamma_m\} \leq \nu^{-n} \). Let \( T_n = \inf\{t: Y_t \in \Gamma_n\} \). Then \( T_n \leq T_y \) and \( T_n \uparrow T_y \) by the sample continuity of \( Y_t \).

By monotone convergence,

\[ E^x T_y = \lim_{n \to \infty} E^x T_n \leq 4B \cdot \lambda/(\lambda - \mu) \cdot (\mu/\lambda)^n. \]

Finally, let \( x \in \Gamma \setminus F^{(\infty)} \) and suppose \( ||x - y|| < \nu^{-n} \). For \( n = 1, 2, \ldots \) there exists \( x_n \in F^{(n)} \) such that \( x_n \to x \) as \( n \to \infty \). Since \( T_y \) is a lower semicontinuous function and \( Y_t \) is a Feller process, it follows that

\[ E^x T_y \leq \liminf_{n \to \infty} E^{x_n} T_y \leq 4B \cdot \lambda/(\lambda - \mu) \cdot (\mu/\lambda)^n. \]

Take \( D = 4B \cdot \lambda/(\lambda - \mu) \). This completes the proof. □

**Corollary 2.5.** \( E^x T_y \leq C \cdot ||x - y||^q \) where \( q = \log_\nu (\lambda/\mu) \).

**Proof.** This follows directly from Theorem 1, if we take \( C = D\lambda/\mu \). □

**Remark.** In terms of the dimensions introduced at the end of §1, \( q = d_w - d_f \). This agrees with results of Barlow and Perkins [2] for the Sierpinski gasket and Krebs [7] for the Vicsek snowflake.

### 3. Applications

In this section, we apply the bound in Theorem 2.4 to study the behavior of Brownian motion on a nested fractal. An immediate application is to show recurrence of \( \{Y_t\} \).

**Proposition 3.1.** \( \{Y_t\} \) is point recurrent.

**Proof.** Let \( Y_t^0 \) be a random walk on \( F^{(0)} \) with parameters \( (\lambda, \tau) \). Then it is trivial to see that \( Y_t^0 \) is point recurrent. Since \( E^x T_y \) is bounded for \( x \in F^{(0)}, y \in \Gamma \), it follows that \( Y_t \) itself is point recurrent. □

A second application of the hitting time bound is to show that Brownian motion on a nested fractal has a stationary distribution given by normalized Hausdorff measure on the fractal and has transitions that are absolutely continuous with respect to its stationary distribution. Since these results are quite similar to those in [7], proofs will be sketched.

Recall that \( \lambda \) is the time scaling parameter for Brownian motion on \( \Gamma \). For \( n = 1, 2, \ldots \) let \( \tilde{Y}_t^{(n)} \) be a random walk on \( F^{(n)} \), with transition distribution the same as \( Y_t^{(n)} \), but with transition times distributed exponentially with parameter \( \lambda^n \).
Theorem 3.2. Let $Y_t$ and $Y'_t$ be two independent copies of Brownian motion on $\Gamma$. Let $T_M = \inf\{u: Y_u = Y'_u\}$. Then $T_M < \infty$ a.s.

**Sketch of Proof.** By Aldous [1], if $\tilde{Y}^{(n)}$ and $\tilde{Y}'^{(n)}$ are two independent random walks on $F^{(n)}$, and if $T^{(n)}$ is the first time that $\tilde{Y}^{(n)}$ and $\tilde{Y}'^{(n)}$ meet, then $E T^{(n)} \leq C \cdot \max_{i,j} E^i T^j$. A calculation similar to that in Theorem 2.4 shows that $\max_{i,j} E^i T^j$ is bounded independently of $n$. Since $\tilde{Y}^n \to Y_t$ in distribution, it follows that $ET_M \leq \lim \inf ET^{(n)} < \infty$. Therefore, $T_M < \infty$ a.s. □

Let $\eta$ be $\log \nu$-dimensional Hausdorff measure restricted to $\Gamma$ and normalized so that $\eta(\Gamma) = 1$. Let $\eta_t$ be the distribution of $Y_t$.

**Theorem 3.3.** $Y_t$ has stationary distribution $\eta$ and $\eta_t \to \eta$ in total variation norm.

**Sketch of Proof.** $\tilde{Y}^{(n)}$ has a stationary distribution $\eta_n$ for each $n$ that is concentrated on $F^{(n)}$. If we regard $\{\eta_n\}$ as a sequence of measures on $\Gamma$, tightness allows us to choose a weakly convergent subsequence $\eta'_n$. Let $\eta'_n \to \eta_0$. It is easy to see by weak convergence that $\eta_0$ is a stationary measure for $Y_t$.

To see that $\eta_0$ is actually normalized Hausdorff measure, the scaling property of $Y_t$ shows that for any measurable set $A$, $\eta_0(A) = \eta_0(A^{(1)})$. But Theorem 4.4(1) in [6] shows that this property characterizes Hausdorff measure on $\Gamma$, within a normalization. □

**Theorem 3.4.** For all $x \in \Gamma$ and all $t > 0$, $\eta_t$ is absolutely continuous with respect to $\eta$.

**Sketch of Proof.** Theorem 3.3, together with the scaling property of Brownian motion, shows that $\eta(A) = 0$ implies $\eta_t(A) = 0$ for all $t$. □

Finally, we wish to apply the bound in Corollary 2.5 to study local times for $Y_t$. We will begin by showing that a local time exists at every point of $\Gamma$. Let $x \in \Gamma$, and recall $T_x = \inf\{t > 0: Y_t = x\}$. We say that $x$ is regular for $\{x\}$ if $P_x[T_x = 0] = 1$.

**Lemma 3.5.** Every point $x$ of $\Gamma$ is regular for $\{x\}$.

**Proof.** For any $y \in \Gamma$,

$$P^x[T_x > \epsilon] \leq P^x[T_y > \epsilon/2] + P^x[T_y \leq \epsilon/2, T_y + T_x(\Theta T_y) > \epsilon]$$

$$\leq P^x[T_y > \epsilon/2] + P^y[T_x > \epsilon/2] \leq (2/\epsilon) \cdot (2C\|x - y\|^q)$$

where the second inequality tacitly applies the strong Markov property. As $y$ is arbitrary, $P^x[T_x > \epsilon] = 0$. As $\epsilon$ is also arbitrary, $P^x[T_x = 0] = 0$. □

To apply this lemma, we cite a general theorem about Markov processes.

**Theorem 3.6.** A necessary and sufficient condition that there exists a local time for a Markov process $X$ at $x$ is that $x$ be regular for $\{x\}$.

**Proof.** This is the first part of Theorem V.3.13 of [3]. □

**Corollary 3.7.** There exists a local time for every point $x \in \Gamma$.

Besides showing that local times exist, Corollary 2.5 allows us to estimate their modulus of continuity. For $u > 0$, let

$$p(u) = \sup_{x, y \in \Gamma, \|x - y\| < u} (1 - E^x e^{-T_x} \cdot E^y e^{-T_x})^{1/2}.$$
Now, for any \( x \) and \( y \), \( E^x e^{-T_y} \geq 1 - E^x T_y \), so that
\[ 1 - E^x e^{-T_y} \cdot E^y e^{-T_x} \leq 1 - (1 - E^x T_y)(1 - E^y T_x) \leq E^x T_y + E^y T_x \leq 2C \| x - y \|^q. \]
Thus, \( p(u) \leq C' \cdot u^q/2 \). We will also need a version of Garsia’s inequality for nested fractals.

**Theorem 3.8.** Let \( F \) be a closed subset of \( \mathbb{R}^d \) and let \( \eta \) be a measure on \( F \) such that there exist constants \( c_1(F), c_2(F), d_F \) so that if \( B^F(x, r) = F \cap \{ y \in \mathbb{R}^d : \| x - y \| < r \} \) then
\[ c_1(F) r^{d_F} \leq \eta(B^F(x, r)) \leq c_2(F) r^{d_F} \quad \forall x \in F, \ r > 0. \]

Let \( p \) be an increasing function on \( [0, \infty) \) with \( p(0) = 0 \), and \( \Psi : \mathbb{R} \to \mathbb{R}^+ \) a nonnegative symmetric convex function, with \( \lim_{u \to \infty} \Psi(u) = \infty \). Let \( H \) be a compact set in \( F \) and let \( f : H \to \mathbb{R} \) be a measurable function. Suppose that
\[ 0 \leq f(y) \leq \Psi^{-1} \left( \frac{c_F G}{u^{2d_F}} \right) p(du) \]
for \( \eta \times \eta \) almost all \( x, y \) in \( H \). If \( f \) is continuous, then (3.2) holds everywhere.

**Proof.** This is Lemma 6.1 of [2].

We note that if \( n \) is normalized Hausdorff measure restricted to \( \Gamma \) and \( p \) is defined by (3.1), then \( \eta \) and \( p \) satisfy the conditions of Theorem 3.8. Take \( \Psi(u) = \exp(|u|) \), and for \( x \in \Gamma \), let \( L^x_t \) denote the local time process at \( x \). Then we have

**Theorem 3.9.** A version of \( \{L^x_t\} \) can be chosen that is jointly continuous in \( x \) and \( t \). In particular, for this version,
\[ |L^x_t - L^z_t| \leq C \cdot \| y - x \|^q/2 [\| y - x \| \wedge 0 + 2/q]. \]

**Proof.** Let \( x, y, z \in \Gamma \) be arbitrary. Let \( N > 0 \). By Proposition 3.28 in Chapter V of [3],
\[ P^x \left[ \sup_{0 \leq t \leq N} \| L^y_t - L^z_t \| > 2\delta \right] \leq 2e^N e^{-\delta/p(\| y - z \|)}. \]
As in [4] or [2], take \( Y(y, z, N) = \sup_{0 \leq t \leq N} |L^y_t - L^z_t| \). Then
\[ P^x \left[ \exp \left( \frac{Y(y, z, N)}{4p(\| y - z \|)} \right) > \lambda \right] \leq P^x \left[ Y(y, z, N) \geq 4p(\| y - z \|) \log \lambda \right] \leq 2e^N \lambda^{-2}, \]
so that
\[ E^x \exp \left( \frac{Y(y, z, N)}{4p(\| y - z \|)} \right) \leq 4e^N. \]

Let \( H \) be a fixed compact set in \( \Gamma \). Define
\[ \int_{H \times H} \Psi \left( \frac{|L^y_t - L^z_t|}{4p(\| y - z \|)} \right) \eta(dy)\eta(dz) \leq \int_{H \times H} \Psi \left( \frac{Y(y, z, N)}{4p(\| y - z \|)} \right) \eta(dy)\eta(dz) = B_{H, N}(\omega). \]
Taking expectations and applying (3.3) gives $E^x B_{H,N} \leq 4e^N \eta(H)^2$. By applying Theorem 3.8, we have

$$|L_t^y - L_t^z| \leq 16 \int_0^{\|y - z\|} (\log B_{H,N}(\omega) - 2q \log u) \, dp(u)$$

$$\leq c_{H,N}(\omega) \int_0^{\|y - z\|} (-\log u \vee 1) \, dp(u)$$

$$\leq c_{H,N}(\omega)\|y - z\|^{q/2}[-\log \|y - z\| \wedge 0 + 2/q].$$

For any $x \in \Gamma$, let $\{\Gamma_n(x)\}$ be a sequence of $n$-complexes shrinking to $x$. Take

$$\overline{L}_t^x = \limsup_{n \to \infty} \eta(\Gamma_n(x))^{-1} \int_{\Gamma_n(x)} L_t^y \eta(dy).$$

As in [4], we have $\overline{L}_t^x = L_t^x \, \eta$-a.s. and $\overline{L}_t^x$ is jointly continuous in $(x, t)$.
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