HAMMERSTEIN OPERATORS PRESERVING DISJOINTNESS

A. V. KOLDUNOV

(Communicated by Palle E. T. Jorgensen)

Abstract. This paper deals with the problems of a multiplicative representation and of automatic continuity of linear and nonlinear operators preserving disjointness. The operators satisfying a modified Hammerstein condition are introduced and investigated. In §3 we develop a theory of quasi-linear disjointness-preserving Hammerstein operators. As an application we prove that a bijective disjointness-preserving operator between Banach lattices is a continuous d-isomorphism, thus answering in the affirmative a problem posed by Y. Abramovich in 1992. We also construct an example demonstrating that the completeness of the “departure” space cannot be omitted in general.

1. Introduction

Recall that an operator $T : X \to Y$ between vector lattices is said to be disjointness preserving (or equivalently, $T$ preserves disjointness) if $|Tu| \land |Tv| = 0$ in $Y$ whenever $|u| \land |v| = 0$ in $X$.

The linear operators preserving disjointness have been studied extensively for the last decade (see, for instance, [A, AAK, AVK1,2, AB, Art, AH, Har, Kit1,2, HP1, W]). Two major directions of these investigations are the automatic continuity and the multiplicative representation of such operators. One of the purposes of this article is to show that the methods developed in [A, AVK1,2] for linear disjointness-preserving operators can be successfully modified and applied to some broad classes of nonlinear operators, in particular, to operators satisfying the Hammerstein property (see Definition 2.1). Not only is the resulting nonlinear theory of interest on its own, but it also has some important applications to the linear theory. One of these applications is given in Theorem 3.6 and Corollary 3.7, where we solve in the affirmative a problem posed by Y. Abramovich [HL] of whether the inverse of a one-to-one disjointness-preserving operator between Banach lattices is also disjointness preserving.

The remaining part of the introduction contains some notation and terminology which will be needed in what follows.

If $K$ is a compact (always Hausdorff) topological space and $f$ is a continuous function on $K$, then $cz(f)$ denotes the cozero set of $f$, i.e., $cz(f) = \{t \in K : f(t) \neq 0\}$.
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If \( f \) and \( g \) are two continuous functions on \( K \) and \( H \) is a subject of \( K \), then, following [A], we write \( f[H] = g \), provided \( f(t) = g(t) \) for all \( t \) in some open neighborhood \( G(H) \) of the set \( H \).

We assume throughout the work that all vector lattices are Archimedean. For each positive element \( e \) of a vector lattice \( X \) we denote by \( X(e) \) the order ideal in \( X \) generated by \( e \), i.e., \( X(e) = \{ x \in X : (\exists \lambda \in \mathbb{R})(|x| \leq \lambda e) \} \).

Recall that each vector lattice may be represented (usually in many ways) as a vector lattice of extended continuous functions on some compact space \( K_x \) (see [V] for details). As a rule, we do not distinguish between an element in \( X \) and its representation. If some element \( e \in X^+ \) is fixed, then we always can choose a representation of \( X \) such that the image of \( e \) (under this representation) is a characteristic function of some compact subset of \( K_x \), and the elements from \( X \) separate the points of this compact set, \( \text{supp}(e) = e^{-1}(1) \). We will denote such representations by \( \{X, e\} \).

By a \( d \)-sequence we mean any sequence whose terms are pairwise disjoint. For terminology and notation not explained in the paper we refer to [AB] or [V].

2. Operators satisfying the Hammerstein property

We begin by recalling a known Hammerstein property.

**Definition 2.1.** Let \( X \) and \( Y \) be vector lattices, and let \( T : X \to Y \) be a (not necessarily linear) operator such that \( T0 = 0 \). We say that \( T \) satisfies the **Hammerstein property** if for arbitrary disjoint \( u, v \in X \) and any \( x \in X \) the equality

\[
T(u + x + v) - T(u + x) = T(x + v) - T(x)
\]

holds.

Obviously each linear operator satisfies the Hammerstein property. Letting \( x = 0 \) in the above equality and using that \( T0 = 0 \), we see that \( T(u + v) = T(u) + T(v) \). That is, each \( T \) with the Hammerstein property is disjointly additive. In the next definition we introduce a property which, at least formally, is much weaker than the Hammerstein property. However, as we shall see later on, both properties are often equivalent.

For the simplicity of the presentation we will assume from now on that each nonlinear operator \( T \) with which we are dealing maps zero element to zero, i.e., satisfies \( T0 = 0 \).

**Definition 2.2.** We say that a (nonlinear) operator \( T \) satisfies the **weak Hammerstein property** if for arbitrary disjoint \( u, v \in X \) and any \( x \in X \) the following inequality

\[
|T(u + x + v) - T(u + x)| \leq |T(x + v)| + |T(x)|
\]

holds.

Letting \( x = 0 \) in the above inequality we obtain

\[
|T(u + v) - T(u)| \leq |T(v)|,
\]

whence

\[
|T(u + v)| \leq |T(u)| + |T(v)|,
\]

for arbitrary disjoint \( u, v \in X \).

Let \( T : X \to Y \) be an operator (possibly nonlinear), where \( X \) and \( Y \) are vector lattices which are represented on some compact spaces \( K_x \) and \( K_y \),
respectively. Moreover, as soon as some \( e \in X_+ \) is fixed, we will always assume that \( X \) is represented as \( \{X, e\} \). Under these agreements we introduce the following open subset of \( K_Y \):

\[
U(T, e) = \bigcup \{cz(Tx) : x \in X(e)\}.
\]

For each \( t \in U(T, e) \) we denote by \( \mathcal{S}(T, t, e) \) the collection of all those open subsets \( G \) of \( \text{supp}(e) = e^{-1}(1) \) for which \( (Tx)(t) = 0 \) for each \( x \in X(e) \) satisfying \( \text{cl}(cz(x)) \subseteq G \). Finally, let

\[
\tau(t) = \text{supp}(e) \setminus \bigcup \{G : G \in \mathcal{S}(T, t, e)\},
\]

that is, \( \tau(\cdot) \) is the set-valued mapping from \( U(T, e) \) into the collection of closed subsets of \( K_X \).

The next lemma is an extension of Propositions 3.1 and 3.2 in [A], which were established there for linear operators.

**Lemma 2.3.** If \( T \) satisfies the weak Hammerstein property, then the following statements are true.

1. \( \mathcal{S}(T, t, e) \) is an ideal of open subsets of \( \text{supp}(e) \).
2. Each \( \tau(t) \neq \emptyset \), and if for some \( u, v \in X(e) \) we have \( u[\tau(t)] = v \), then \( (Tu)(t) = (Tv)(t) \).
3. For each \( t \in \text{cz}(Te) \) and for each \( h_{1} \in \{e\}^{dd} \) satisfying \( h_{1}(\tau(t)) \neq \infty \) the following implication is true: if \( h_{2} \in X(e) \) and \( h_{2}[\tau(t)] = h_{1} \), then \( (Th_{1})(t) = (Th_{2})(t) \).
4. For every point \( t \in U(T, e) \), the set \( \tau(t) \) is a singleton and the introduced mapping \( \tau : U(T, e) \to \text{supp}(e) \) is continuous.

**Proof.** (1) Let \( h \in X(e) \) and \( \text{cl}(cz(h)) \subseteq G_{1} \cup G_{2} \), where \( G_{1}, G_{2} \in \mathcal{S}(T, t, e) \). Find disjoint open subsets \( V_{1}, V_{2} \) of \( \text{supp}(e) \) such that \( \text{cl}(cz(h)) \setminus G_{i} \subseteq \text{cl}(V_{i}) \subseteq G_{i} \), where \( i, j = 1, 2, \ i \neq j \). There are \( h_{1}, h_{2} \in X(e) \) satisfying \( |h_{1}| \leq |h|, \ h_{i}[\text{cl}(cz(h))] \setminus G_{i} = h \), and \( h_{i}[\text{supp}(e) \setminus V_{j}] = 0 \). Hence, \( h_{1} \) and \( h_{2} \) are disjoint, and consequently the weak Hammerstein property implies that

\[
|Th - T(h - h_{1})| \leq |T(h - h_{2})| + |T(h - h_{1} - h_{2})|.
\]

Note that \( \text{cl}(cz(h_{i} - h_{2})) \subseteq G_{i} \cap G_{2} \) and \( \text{cl}(cz(h_{i} - h_{j})) \subseteq G_{i} \). Therefore, \( Th(t) = 0 \), i.e., \( G_{1} \cup G_{2} \in \mathcal{S}(T, t, e) \) establishing that \( \mathcal{S}(T, t, e) \) is an ideal.

(2) Fix any \( t \in U(T, e) \). There exists some \( x \in X(e) \) such that \( (Tx)(t) \neq 0 \), and therefore \( \tau(t) \neq \emptyset \).

Notice that if \( f[\tau(t)] = 0 \) for some \( f \in X(e) \), then \( (Tf)(t) = 0 \) since \( \text{cl}(cz(f)) \subseteq G \in \mathcal{S}(T, t, e) \). Let \( u, v \in X(e) \) and \( u[\tau(t)] = v \). We can find an element \( h \in X(e) \) such that \( h[\tau(t)] = u \) and \( h[\text{cl}(cz(u - v))] = 0 \). Then \( (u - h)[\tau(t)] = 0 \), \( (v - h)[\tau(t)] = 0 \), and \( (u \land v - h)[\tau(t)] = 0 \). Applying the weak Hammerstein property to the functions \( u = (u - u \land v) + (u \land v - h) + h \) and \( v = (v - u \land v) + (u \land v - h) + h \) we can conclude that \( Tu(t) = T(u \land v)(t) \) and \( Tv(t) = T(u \land v)(t) \), whence \( Tu(t) = Tv(t) \).

(3) Take any \( h \in X(e) \) satisfying the following two conditions \( h[\tau(t)] = h_{1} \) and \( h[\text{cl}(cz(h_{1} - h_{2}))] = 0 \). Our claim will be established if we show that
$Th(t) = Th_i(t)$, $i = 1, 2$. Let $G$ be an open neighborhood of $\tau(t)$ on which $h$ and $h_i$ coincide. There exists a function $f \in X(e)$ such that $f[\tau(t)] = h$ and $f[\text{supp}(e) \setminus G] = 0$. As $h_i = (h_i - h) + (h - f) + f$, $i = 1, 2$, the weak Hammerstein property implies that

$$|Th_i - Th|(t) \leq |(Th_i - h)|(t) + |T(h - f)|(t) = |T(h_i - h)|(t).$$

We can find $e' \in X(e)$ satisfying $e'[\tau(t)] = e$ and $e'[\text{cl}(cz(h_i - h))] = 0$. Then, by (2), $Te'(t) = Te(t) \neq 0$ and $|T(h_i - h)|(t) = 0$ since $|e'| \wedge |h_i - h| = 0$. Therefore, $Th_i(t) = Th(t)$ for $i = 1, 2$ and we are done.

(4) This can be verified similar to the case of linear operators in [A]. □

Let $T : X \to Y$ be a disjointness-preserving operator, and let $\tau : U(T, e) \to \text{supp}(e)$ be the mapping introduced right before the previous lemma. For each $x \in \{e\}^{dd}$ and each $t \in G(x) := U(T, e) \setminus \tau^{-1}(\tau^{-1}(\infty))$ let

$$(D_x)(t) = (Tx(x(t)))e(t).$$

That is, $D_x$ is a function defined on the set $G(x)$. Now, for each $(t, \lambda) \in U(T, e) \times \mathbb{R}$ let $E(t, \lambda) = T(\lambda e(t))$; in other words, we have defined an extended-valued function $E(t, \lambda) : U(T, e) \times \mathbb{R} \to \mathbb{R} \cup \{\pm \infty\}$. For each $t \in G(x)$ we have $(D_x)(t) = E(t, x(\tau(t)))$, that is, on the set $G(x)$ the function $D_x$ coincides with the value at $x$ of the composition operator induced by the function $E(t, \lambda)$ and the mapping $\tau$. Lemma 2.3 has established a close relationship between $D_x$ and $Tx$ which might suggest that $D_x = Tx$ on $U(T, e)$. However, as shown in Example 2 in [A], this is not true even when $T$ is a linear operator. Nevertheless, we shall show in Theorem 2.5 that under some natural conditions the above equality holds "almost everywhere" on $U(T, e)$. Therefore, the equality $D_x = Tx$ can be interpreted as a local representation of $T$ in the form of a composition operator.

A simple illustration is in order. Let $X = C([0, 1])$, $Y = C(\beta(0, 1])$, and $T : X \to Y$ be defined by

$$(Tx)(t) = \min\{x(t)/t, 1\}, \quad t \in (0, 1].$$

Letting $e \equiv 1$, we have that in this case $U(T, e) = \beta(0, 1]$, the Stone-Cech compactification of $(0, 1]$, and the above representation holds on the set $(0, 1]$ which is dense in $U(T, e)$.

**Definition 2.4.** We will say that an operator $T : X \to Y$ between vector lattices is quasi-linear if:

1. for each $w \in X$ there exists a number $\lambda(w) \in \mathbb{R}_+$ such that $|Tu - Tv| \leq \lambda(w)|T(u - v)|$,

whenever $|u|, |v| \leq |w|$, and

2. for each $u \in X$ and $r \in \mathbb{R}$ there exist real numbers $k(r, u) > 0$ and $\ell(r, u) > 0$ such that for each $v \in [-|u|, |u|]$

$$\ell(r, u)|Tv| \leq |T(rv)| \leq k(r, u)|Tv|$$

and also $\lim k(r, u) = 0$ as $r \to 0$.

We denote by $DQLH(X \to Y)$ the collection of all disjointness-preserving quasi-linear operators satisfying the weak Hammerstein property.
Theorem 2.5. For each \( T \in DQLH(X \to Y) \) the following statements are equivalent.

1. \( T \) is \((r_u - r_u)\)-continuous.
2. \( T \) is \((r_u - o)\)-continuous.
3. For each \( e \in X_+ \) and each \( x \in X(e) \) there is a meager subset \( R(x) \subset U(T, e) \) such that \( Tx = Dx \) on \( U(T, e) \setminus R(x) \).

Moreover, if \( Y \) is a normed lattice, then each of the previous statements is equivalent to:

4. \( T \) is \((r_u - \| \cdot \|)\)-continuous.

Proof. (2) \( \Rightarrow \) (3). Let \( f \in X(e) \), and let

\[
I(n, \ell) := f^{-1} \left[ \frac{2\ell}{2n}, \frac{2\ell + 1}{2n} \right] \quad \text{and} \quad J(n, \ell) := f^{-1} \left[ \frac{2\ell + 1}{2n}, \frac{2\ell + 2}{2n} \right],
\]

for all \( n, \ell \in N \). Find \( a_n \in X(e) \) satisfying \(|a_n - f| \leq \frac{1}{n}e\), \( a_n[I(n, \ell)] = \frac{2\ell + 1}{2n} e\), and similarly, \( b_n \in X(e) \) satisfying \(|b_n - f| \leq \frac{1}{n}e\), \( b_n[J(n, \ell)] = \frac{2\ell + 2}{2n} e\).

By (2) there is a meager set \( R \subset U(T, e) \) such that \( Ta_n(t) \to Tf(t) \) and \( Tb_n(t) \to Tf(t) \) for each \( t \in U(T, e) \setminus R \).

For each such \( t \) let

\[
N_1(t) = \left\{ n \in N : \tau(t) \in \bigcup_{\ell} I(n, \ell) \right\}, \quad N_2(t) = \left\{ n \in N : \tau(t) \in \bigcup_{\ell} J(n, \ell) \right\}.
\]

Suppose \( N_1(t) \) is infinite. For \( n \in N_1 \) there exists \( \ell(n) \in N \) such that \( \tau(t) \in I(n, \ell(n)) \). Hence, \( Ta_n(t) = T(\frac{2\ell(n) + 1}{2n}e)(t) \) for \( n \in N_1 \). Since \( f \in X(e) \), there is \( m \in N \) satisfying \(|f| \leq me\). Let \( \lambda = \lambda(me) \) be a constant guaranteed by Definition 2.4(1). Then we have

\[
\left| T \left( \frac{2\ell(n) + 1}{2n} e \right) - T(f(\tau(t))e) \right|(t)
\leq \lambda k \left( \frac{2\ell(n) + 1}{2n} - f(\tau(t), e) \right) \cdot |Te|(t) \to 0.
\]

So \( Tf(t) = Df(t) \).

(3) \( \Rightarrow \) (1). Fix an \( n \in N \), and find \( \delta > 0 \) such that \( k(r, e) < \frac{1}{n} \) whenever \(|r| < \delta \). If \(|f - h| \leq \delta e\), then by (3) there exists a dense subset \( M \) of \( U(T, e) \) on which \(|Tf - Th|(t) = |Df - Dh|(t) \leq \lambda_n \cdot |Te|(t) \). This implies that \(|Tf - Th| \leq \lambda_n \cdot |Te| \), that is, \( T \) is \((r_u - r_u)\)-continuous.

(3) \( \Rightarrow \) (4) can be proved similar to the proof of the previous implication.

(4) \( \Rightarrow \) (3). For \( f \in X(e) \) let \( a_n, b_n \) be the elements constructed above in our proof of implication (2) \( \Rightarrow \) (3). Then, letting \( u_n = |T(a_n - f)| + |T(b_n - f)| \), we have \( \|u_n\| \to 0 \). Therefore, \( \bigwedge_{n \geq k} |u_n| = 0 \) for each \( k \in N \), and there is a meager set \( R \subset U(T, e) \) such that for each \( t \in U(T, e) \setminus R \) we can find a subsequence \( n(k) \) for which \( u_{n(k)}(t) \to 0 \). In particular, we have

\[
|Ta_{n(k)} - Tf|(t) \leq \lambda|T(a_{n(k)} - f)|(t) \leq \lambda u_{n(k)}(t)
\]

and hence, \( Ta_{n(k)}(t) \to Tf(t) \). Repeating the arguments from (2) \( \Rightarrow \) (3), we obtain that \( Ta_{n(k(s))}(t) \to Df(t) \) and \( Tb_{n(k(s))}(t) \to Df(t) \), whence \( Tf(t) = Df(t) \). \( \square \)
Theorem 2.6. If \( T \in DQLH(X \to Y) \) is \((r_u - r_u)\)-continuous, then \( T \) satisfies the Hammerstein property. Moreover, \( T \) is additive if and only if \( T \) is homogeneous.

Proof. To verify that \( T \) satisfies the Hammerstein property fix two arbitrary disjoint \( u, v \in X \) and any \( x \in X \) (see Definition 2.1). Fix also any \( e \in X_+ \) satisfying \( u, v, x \in X(e) \). We denote by \( E \) the set \( \{u + v + x, u + x, v + x, x\} \). By Theorem 2.5 there exists a dense \( M \subset U(T, e) \) such that on \( M \) we have \( Th = Dh \) for each \( h \in E \). Fix \( t \in M \). We may assume that \( u(\tau(t)) = 0 \). Then

\[
T(u + v + x)(t) = D(u + v + x)(t) = D(v + x)(t) = T(v + x)(t)
\]

and similarly

\[
T(x)(t) = D(x)(t) = D(u + x)(t) = T(u + x)(t).
\]

This means that \( T \) satisfies the Hammerstein property.

It is well known that any additive \((r_u - r_u)\)-continuous operator is homogeneous. Therefore, to finish the proof it remains to verify the converse statement, that if \( T \) is homogeneous (and \((r_u - r_u)\)-continuous), then \( T \) is additive. Take arbitrary \( a, b \in X(e) \), and let \( A = \{a + b, a, b\} \). Using Theorem 2.5 again we can find a dense \( M \subset U(T, e) \) such that on \( M \) we have \( Th = Dh \) for each \( h \in A \). Note that \( D(\lambda e)(t) = T(\lambda e(\tau(t))e)(t) = D((\lambda e)(\tau(t))e)(t) \) for an arbitrary scalar \( \lambda \), whence

\[
T(a + b)(t) = D(a + b)(t) = T((a + b)(\tau(t))e)(t) = (a + b)(\tau(t)) \cdot Te(t),
\]

\[
T(a)(t) = D(a)(t) = D(a(\tau(t))e)(t) = a(\tau(t)) \cdot Te(t),
\]

\[
T(b)(t) = D(b)(t) = D(b(\tau(t))e)(t) = b(\tau(t)) \cdot Te(t).
\]

The above three identities imply that \( T(a + b) = Ta + Tb \).

3. DISJOINTNESS PRESERVING ISOMORPHISMS

Definition 3.1. We say that an operator \( T : X \to Y \) from a vector lattice \( X \) into a normed lattice \( Y \) satisfies the condition \((DNB)\), if \( T \) sends order bounded \( d \)-sequences into norm bounded; i.e., for each order bounded sequence \( \{x_n\} \) in \( X \) consisting of pairwise disjoint elements the scalar sequence \( \{||T(x_n)||\} \) is bounded.

Lemma 3.2. Let \( T \in DQLH(X \to Y) \), where \( Y \) is a normed lattice.

(1) If \( X \) is uniformly complete, then \( T \) satisfies \((DNB)\).

(2) If \( T \) satisfies \((DNB)\), then for each \( e \in X_+ \) there exists \( m = m(e) \in \mathbb{N} \) such that the following set is finite:

\[
E(m, e) = \{s \in \text{supp}(e) : (\forall G(s))(\exists x \in X) : |x| \leq e, \\
\quad \quad x[\text{supp}(e) \setminus G(s)] = 0, ||Tx|| \geq m\}.
\]

Proof. (1) Let \( \{f_n\} \) be a disjoint sequence in \( X \) such that \( |f_n| \leq e \in X \). Assume, contrary to what we claim, that \( \text{sup}||Tf_n|| = \infty \). Without loss of generality we can suppose that \( \text{sup}||Tf_n|| \geq n \). Next find an increasing sequence \( \{n(k)\} \subset \mathbb{N} \) such that \( n(k)^{-1/2} \leq \ell(\frac{1}{k}) \). The uniform completeness of \( X \) implies that \( h = \sum_{k} \frac{1}{k}f_{n(k)} \) exists in \( X \). Consequently \( ||Th|| \geq ||T(\frac{1}{k}f_{n(k)})|| \geq n(k)^{1/2} \), a contradiction.
(2) If each $E(n, e)$ was infinite, then there would exist some $s \in \text{supp}(e)$ such that for each neighborhood $G(s)$ of $s$ and for each $n \in \mathbb{N}$ the intersection $(G(s) \setminus \{s\}) \cap E(m, e) \neq \emptyset$ for some $m \geq n$. This immediately implies the existence of an order-bounded disjoint sequence on which $T$ is not norm bounded, a contradiction. □

**Lemma 3.3.** Let $T \in DQLH(X \to Y)$.

1. For each $n \in \mathbb{N}$ and each $x \in X(e)$ there is a meager set $R(x, n) \subset U(T, e)$ such that $Tx = Dx$ on $\tau^{-1}(\text{supp}(e) \setminus E(n, e)) \setminus R(x, n)$.
2. If $s$ is a discrete point in $\text{supp}(e)$, then $Tx = Dx$ on $\tau^{-1}(s)$.
3. If $t \in U(T, e) \cap \text{cz}(Tx)$ and $Tx(t) = Dx(t)$, then $Te(t) \neq 0$.
4. Let $T$ be $(r_u - r_u)$-continuous on $\{e\}^{dd}$. Then for each $x \in \{e\}^{dd}$ the equality $Tx = Dx$ holds on the set $\tau^{-1}(\text{supp}(e) \setminus x^{-1}(\infty)) \setminus P(x)$ for some meager set $P(x)$.

**Proof.** (1) If $s \in \text{supp}(e) \setminus E(n, e)$, then there is a neighborhood $G(s)$ with the following property:

\[(*) \quad \text{if } h \in X, \ |h| \leq e, \text{ and } \text{cl}(\text{cz}(h)) \subset G(s), \text{ then } ||Th|| \leq n\]

Construct now a complete family of disjoint open sets

$$W_\alpha \subset \tau^{-1}(\text{supp}(e) \setminus E(n, e))$$

such that $\text{cl}(\tau(W_\alpha)) \subset G_\alpha$, where $G_\alpha \subset \text{supp}(e)$ are open and satisfy $(*)$.

Let $f \in X(e)$. For each $\alpha$ find an element $g_\alpha \in X(e)$ such that $g_\alpha[\text{cl}(\tau(W_\alpha))] = f$ and $g_\alpha[\text{supp}(e) \setminus G_\alpha] = 0$. Now imitating the proof of the implication $(4) \Rightarrow (3)$ in Theorem 2.5 we can find a meager set $R(f, n, \alpha)$ satisfying $Tg_\alpha = Dg_\alpha$ on $U(T, e) \setminus R(f, n, \alpha)$. However, by Lemma 2.3, $Tg_\alpha = Tf$ and $Dg_\alpha = Df$ on $W_\alpha$. So $Tf = Df$ on $W_\alpha \setminus R(f, n, \alpha)$. This allows us to choose the required set $R(f, n)$.

(2) This follows directly from Lemma 2.3.

(3) Notice that

$$0 \neq |Th|(t) = |Th(\tau(t))e||(t) \leq k(h(\tau(t)))|T(e)||(t),$$

where $k(h(\tau(t)))$ is a constant guaranteed by Definition 2.4(2). This clearly implies statement (3).

(4) The validity of this statement follows from Theorem 2.5, Lemma 2.3, and the arguments in (1). □

Recall [AVK2] that an operator $T : X \to Y$ between two vector lattices is said to be a $d$-isomorphism if

$$u, v \in X \text{ are disjoint in } X \iff Tu, Tv \text{ are disjoint in } Y.$$ Clearly for each $d$-isomorphism $T$ its kernel $T^{-1}(0) = \{0\}$. Consequently, if $T$ is a linear $d$-isomorphism, then $T$ is one-to-one. The next two theorems are the main results of this section. The first of them shows that under some "minimal" continuity conditions the operators from $DQLH(X \to Y)$ are $d$-isomorphisms, and the second shows that these continuity conditions are automatically verified if $X$ is a Banach lattice and $T$ satisfies some simple algebraic conditions.
Theorem 3.4. Let $T \in DQLH(X \to Y)$ satisfy $T^{-1}(0) = \{0\}$, and let $Y$ be a normed lattice. Then either of the following two conditions:

1. $T$ is $(r_u - r_u)$-continuous,
2. $T$ is (DNB)

implies that $T$ is a $d$-isomorphism. Furthermore, if $TX$ is order dense in $Y$, then (2) implies (1).

Proof. To prove that $T$ is a $d$-isomorphism, we will suppose that $g_1, g_2 \in X(e)$ are not disjoint and then show that $Tg_1, Tg_2$ are not disjoint in $Y$. Since $T^{-1}(0) = \{0\}$, we can conclude that $\tau^{-1}(cz(g_1) \cap cz(g_2)) \neq \varnothing$. We need a point $t \in \tau^{-1}(cz(g_1) \cap cz(g_2))$ for which $(Tg_i)(t) = (Dg_i)(t)$, $i = 1, 2$. Then by Lemma 3.3, $|Tg_i|(t) \geq \ell(g_i(\tau(t)), e) \cdot |T(e)|(t) \neq 0$, that is, $t \in cz(Tg_1) \cap cz(Tg_2)$.

In case (1) a required point exists by Theorem 2.5. In case (2), by Lemma 3.2 the set $E(m, e)$ is finite for some $m \in \mathbb{N}$. If $cz(g_1) \cap cz(g_2) \setminus E(m, e) \neq \varnothing$, then the condition $T^{-1}(0) = \{0\}$ and Lemma 3.3 imply the existence of a required point.

If $cz(g_1) \cap cz(g_2) \setminus E(m, e) = \varnothing$, then there is a point $p \in E(m, e)$ which is discrete in $supp(e)$, and once again the condition that $T^{-1}(0) = \{0\}$ and Lemma 3.3 imply that any $t \in \tau^{-1}(p)$ is a required point.

It remains to verify that if $TX$ is order dense in $Y$, then (2) implies (1). Assume first that the set $E(m, e)$ is finite. If for any nondiscrete point $t \in E(m, e)$ the set $int(\tau^{-1}(t))$ is empty, then Lemma 3.3 implies that for each $f \in X(e)$ we can find a meager set $R(f)$ such that $Tf = Df$ on $U(T, e) \setminus R(f)$. Therefore, $T$ is $(r_u - r_u)$-continuous by Theorem 2.5.

Assume now that $int(\tau^{-1}(t)) \neq \varnothing$. Pick a function $f \in X$ such that $Tf \neq 0$ and $cz(Tf) \subseteq int(\tau^{-1}(t))$. Notice that $|f| \wedge e \neq 0$ (otherwise, $Tf \equiv 0$ on $U(T, e)$) and there exists some $h \in X(e)$ such that the intersection $cz(Th) \cap cz(Tf) \neq \varnothing$. Hence, $f$ and $h$ are not disjoint. Now find $g \in X(e)$ such that $g$ and $f$ are not disjoint and $g|\tau| = 0$. By the first part of the present theorem $T$ is a $d$-isomorphism, and consequently the elements $Th$ and $Tf$ in $Y$ are not disjoint either. However, this is impossible since $Th \equiv 0$ on $\tau^{-1}(t)$ and $cz(Tf) \subseteq int(\tau^{-1}(f))$. 

Theorem 3.5. Let $X$ be a uniformly complete vector lattice and $Y$ be a normed lattice. Let $T \in DQLH(X \to Y)$ be a one-to-one and onto operator satisfying the following property.

$\beta$) For each $x \in X$ and for each $0 < r \in \mathbb{R}$ there exists a positive number $d(x, r)$ such that $|T(r_1x) - T(r_2x)| \geq d(x, r)|T(x)|$ whenever $|r_1 - r_2| \geq r$.

Then both $T$ and $T^{-1}$ are $(r_u - r_u)$-continuous. In particular, if $X$ and $Y$ are Banach lattices, then $T$ and $T^{-1}$ are continuous.

Proof. Since $X$ is uniformly complete, Lemma 3.2 implies that $T$ satisfies (DNB), and consequently, by Theorem 3.4, the operator $T$ is a $(r_u - r_u)$-continuous $d$-isomorphism. Observe that if $|Th| \leq |Tg|$ for some $h, g \in X$, then $h \in \{g\}^{dd}$. Indeed, otherwise, we can find $f \in X$ such that $|h| \wedge |f| \neq 0$ and $|h| \wedge |g| = |f| \wedge |g| = 0$.

Now assume that $|Th_1|, |Th_2| \leq |Tg|$ and $|Th_1 - Th_2| \leq \frac{1}{2}d(g, \frac{1}{n})|T(g)|$. We claim that $|h_1 - h_2| \leq \frac{1}{n}e$, where $e = |g|$. First check that for any $f \in \{e\}^{dd}$ the set $E = int(\tau^{-1}(f^{-1}(\infty)))$ is empty. Otherwise, we will be able to construct
a sequence \( f_n \in X(e) \) such that \( |f_n| \leq \frac{1}{n} |f| \) and \( f_n[f^{-1}(\infty)] = e \). Then the sequence \( \{Tf_n\} \) is \( r_u \)-convergent to 0 in \( Y \) and \( Tf_n = Te \) on \( E \). So \( Te = 0 \) on \( E \). Take any \( h \in X(e) \) such that \( cz(Th) \subseteq E \). Since \( T \) is \((r_u - r_u)\)-continuous, there is some point \( t \in cz(Th) \) at which \( Th(t) = Dh(t) \). By Lemma 3.3, \( Te(t) \neq 0 \) contrary to the fact that \( t \in E \). Hence, indeed, \( E = \emptyset \).

Now suppose that there is a nonempty open set \( G \) in \( supp(e) \) such that \( |A_1 - A_2| > \frac{1}{n} e \) on \( G \). Since \( int(T^{-1}(h_i^{-1}(\infty))) = \emptyset \), \( i = 1, 2 \), and in view of Lemma 3.3 there is a point \( t \in T^{-1}(G) \) such that \( Th_i(t) = Dh_i(t) \). Since \( |h_1(\tau(t)) - h_2(\tau(t))| > \frac{1}{n} \), either \( h_1(\tau(t)) \neq 0 \) or \( h_2(\tau(t)) \neq 0 \) and, consequently, either \( Th_1(\tau(t)) \neq 0 \) or \( Th_2(\tau(t)) \neq 0 \). By Lemma 3.3, \( Te(t) \neq 0 \).

Suppose that \( g(\tau(t)) < 0 \). Then
\[
\frac{1}{2} \int g(t) |Tg(t)| \geq |Th_1 - Th_2(t)| = |T(h_1(\tau(t))e) - T(h_2(\tau(t))e)|(t) \\
= |T(-h_1(\tau(t))g) - T(-h_2(\tau(t))g)|(t) \geq d \left( g, \frac{1}{n} \right) |Tg|(t),
\]
whence \( |Tg|(t) = 0 \) (\(*\)).

Our next step is to show that there exists a constant \( \gamma > 0 \) such that \( |Tg| \geq \gamma |Te| \). As \( (Te)(t) \neq 0 \) this implies immediately that \( |Tg|(t) \neq 0 \), contrary to (\(*\)).

Since \( g_+ \), \( g_- \) are disjoint elements and \( T \) preserves disjointness, the elements \( Tg_+ \), \( Tg_- \) are also disjoint and hence,
\[
|Tg_+| + |Tg_-| = |Tg_+ + Tg_-| = |Tg_+ - Tg_-|.
\]
This and the fact that \( T \) satisfies the weak Hammerstein property imply that
\[
|T(g_+ + g_-)| \leq |Tg_+| + |Tg_-| = |Tg_+ - Tg_-|.
\]
Now we are going to use that \( T \) is a quasi-linear operator (see Definition 2.4). We have
\[
|Tg| = |T(g_+ - g_-)| \geq \frac{1}{\lambda(|g|)} |T(g_+) - T(g_-)|,
\]
and hence, in view of (**)\( , \)
\[
|Tg| \geq \frac{1}{\lambda(|g|)} |Tg_+ + g_-| = \frac{1}{\lambda(|g|)} |Te|.
\]
That is, \( \gamma = 1/\lambda(|g|) \) is the desired constant.

Thus, we have proved that \( |h_1 - h_2| \leq \frac{1}{n} e \), that is, \( T^{-1} \) is \((r_u - r_u)\)-continuous. \( \square \)

**Remark.** Using arguments similar to those in Lemma 3.4 and Theorems 3.4 and 3.5 we can obtain analogous results without assuming that \( Y \) is a normed lattice. For example, if \( T \in DQLH(X \to Y) \) is an \((r_u - r_u)\)-continuous operator from a vector lattice \( X \) into a vector lattice \( Y \), then \( T \) is a \( d \)-isomorphism if and only if \( T^{-1}(0) = \{0\} \).

To prove this, we (as in Theorem 3.4) take \( t \in T^{-1}(cz(g_1) \cap cz(g_2)) \) at which \( (Tg_1)(t) = (Dg_1)(t) \). Then \( |Te|(t) \neq 0 \), and consequently Theorem 2.5 implies that \( |Tg_i|(t) \neq 0 \).
We refer to [K] for some additional results on automatic \((r_u - r_u)\)-continuity of nonlinear operators satisfying (DNB).

It is obvious that each linear operator satisfies the condition \((\beta)\) of the previous theorem. Therefore, by that theorem, each linear disjointness-preserving one-to-one operator from a uniformly complete vector lattice onto a normed lattice is \((r_u - r_u)\)-continuous and hence (by Theorem 3.4), is a d-isomorphism. In fact, the surjectivity of the operator is not essential (see below). Also more can be said about the automatic \((r_u - r_u)\)-continuity of d-isomorphisms. All this is done in the next theorem, which solves in the affirmative both questions raised by Y. Abramovich in Problem 1 [HP, p. 143]. We reiterate once more that the significance of the concluding part of Theorem 3.6 lies in the fact that an algebraic condition of being a d-isomorphism is equivalent to a topological condition of being continuous.

**Theorem 3.6.** Let \(T\) be a one-to-one linear disjointness-preserving operator from a uniformly complete vector lattice \(X\) into a normed lattice \(Y\). Then \(Y\) is a d-isomorphism.

Moreover, if the image \(TX\) is order dense in \(Y\) (in particular, if \(TX = Y\)), then \(T\) is a d-isomorphism if and only if \(T\) is \((r_u - r_u)\)-continuous.

**Proof.** By Lemma 3.2 the operator \(T\) satisfies (DNB) and hence, is a d-isomorphism by Theorem 3.4.

We turn now to the second statement. If \(T\) is \((r_u - r_u)\)-continuous, then, again by Theorem 3.4, the operator \(T\) is a d-isomorphism. It remains to prove the converse statement that if \(T\) is a d-isomorphism, then \(T\) is \((r_u - r_u)\)-continuous. Only in proving this will we use the extra assumption that the image \(TX\) is order dense in \(Y\). To prove our claim it is enough to show that the image \(T([0, e])\) is order bounded in \(Y\) for each \(e \in X_+\). Without loss of generality we can assume that \(X = X(e)\).

Observe that \(Tx \in \{Te\}^{dd}\) for each \(x \in [0, e]\). Indeed, otherwise using our assumption that \(TX\) is order dense in \(Y\) we can find \(x' \in [0, e]\) such that \(|Tx'| \wedge |Te| \neq 0\) while \(|Tx'| \wedge |Te| = 0\), contradicting the condition that \(T\) is a d-isomorphism.

By Lemma 3.2 there exists some \(m \in \mathbb{N}\) such that the set \(E(m, e)\) introduced in Lemma 3.2 is finite. We will show that for each nondiscrete point \(t \in E(m, e)\) the set \(\text{int}(\tau^{-1}(t))\) is empty. If not, then (since \(TX\) is order dense in \(Y\)) there exists some function \(0 \neq f \in X\) such that \(cz(Tf) \subset \text{int}(\tau^{-1}(t))\).

Find further an element \(g \in X(e) = X\) such that \(|g| \wedge |f| \neq 0\) and \(g[t] = 0\). By Lemma 2.3, \(Tg \equiv 0\) on \(\tau^{-1}(t)\). This implies that \(|Tg| \wedge |Tf| = 0\), contrary to the fact that \(T\) is a d-isomorphism.

Finally, by Lemma 3.3(4) for each \(x \in X(e)\) there exists a meager set \(P(x)\) such that \(Tx = Dx\) on \(\tau^{-1}(\text{supp}(e)) \setminus (E(m, e) \cup P(x))\). In other words, on \(cz(\tau e)\) we have that \((Tx)(t) = x(\tau(t)) \cdot (Te)(t)\). This means that \(|Tx| \leq |Te|\) for each \(x \in [0, e]\), and the proof is finished. \(\square\)

**Corollary 3.7.** Let \(T\) be a one-to-one linear disjointness-preserving operator from a Banach lattice \(X\) onto a Banach lattice \(Y\). Then \(T\) is a continuous d-isomorphism.

The next two examples show that without assuming some type of completeness of the vector lattice \(X\) or without assuming that \(Y\) is a normed lattice,
one cannot guarantee that the inverse of a one-to-one disjointness-preserving operator is also a disjointness-preserving operator.

**Example 3.8.** Let \( X \) consist of all continuous piecewise linear functions on \([0, 1]\), i.e., for each \( x \in X \) there is a partition (depending on \( x \)) \( 0 = t_1 < t_2 < \cdots < t_n = 1 \) of \([0, 1]\) and numbers \( a_i = a_i(x), b_i = b_i(x) \in \mathbb{R} \) such that \( x(t) = a_i t + b_i \) for all \( t \in [t_i, t_{i+1}] \), where \( i = 1, 2, \ldots, n - 1 \). Let \( \{q_n\} \) be a sequence of all rational numbers from \([0, 1]\). Hence for each \( x \in X \) and for each \( n \in \mathbb{N} \) there exists a unique \( i_n = i(x, n) \in \mathbb{N} \) such that \( q_n \in [t_i, t_{i+1}) \). Finally, we denote by \( \alpha \mathbb{N} \) the one-point compactification of the set \( \mathbb{N} \) of all natural numbers, and let \( Y = C(\alpha \mathbb{N}) \).

Now we are in a position to define an operator \( T : X \to Y \). For each \( x \in X \) and each \( k \in \mathbb{N} \) we let

\[
(Tx)(k) = \begin{cases} 
\frac{1}{n} a_i(x) & \text{if } k = 2n, \\
\frac{1}{n} b_i(x) & \text{if } k = 2n + 1.
\end{cases}
\]

It is easy to see that \( T \) is a one-to-one, linear, disjointness-preserving operator. If we take now \( u = u(t) = 1 \) and \( v = v(t) = t \), then \( u, v \in X \), their images \( Tu \) and \( Tv \) are disjoint in \( Y \), but \( u, v \) are not disjoint.

**Example 3.9.** Let \( X = C(\mathbb{Q}) \) be a Dedekind completion of \( C[0, 1] \) represented on its (extremally disconnected compact) Stonean space \( \mathbb{Q} \). For each \( q \in \mathbb{Q} \) we denote by \( I(q) \) the ideal in \( X \) consisting of all functions vanishing on a neighborhood (depending on function) of \( q \), that is,

\[
I(q) = \{f \in C(\mathbb{Q}) : f[q] = 0\},
\]

and we denote by \( \pi^q \) the canonical quotient mapping \( \pi^q : C(\mathbb{Q}) \to C(\mathbb{Q})/I(q) \). Let \( \mathcal{V}(q) = \{\pi^q(h^q_\alpha) : \alpha \in A(q)\} \) be an arbitrary Hamel basis in \( C(\mathbb{Q})/I(q) \) containing \( \pi^q(u) \) and \( \pi^q(v) \), where \( u \) and \( v \) are the functions introduced in Example 3.8. Let \( D(q) = \{t^q_\alpha : \alpha \in A(q)\} \) be a discrete space, and let

\[
D = \bigoplus \{D(q) : q \in \mathbb{Q}\}
\]

be the topological direct sum of spaces \( D(q) \). As usual, \( Y = C(D) \) denotes the space of all continuous functions on \( D \).

For each \( f \in C(\mathbb{Q}) \) and each \( q \in \mathbb{Q} \) there is a unique representation

\[
f = \sum a(f, q, \alpha_i) h^q_{\alpha_i} + g,
\]

where \( a(f, q, \alpha_i) \in \mathbb{R} \) and \( g \in I(q) \). We define an operator \( T : X \to Y \) by letting \( T(f)(t^q_\alpha) = a(f, q, \alpha) \) \( (f \in X) \). Clearly \( T \) is a linear operator. We claim that \( T \) is one-to-one. Assume that \( f \neq 0 \). Then there exists a point \( q \in \mathbb{Q} \) such that \( f \notin I(q) \). Hence we can find \( \alpha \in A(q) \) satisfying \( a(f, q, \alpha) \neq 0 \), that is, \( Tf \neq 0 \).

We claim that operator \( T \) preserves disjointness. Indeed, if \( f_1, f_2 \) are disjoint functions in \( X \), then for any \( q \in \mathbb{Q} \) either \( f_1[q] = 0 \) or \( f_2[q] = 0 \). Suppose \( f_1[q] = 0 \). Then \( a(f_1, q, \alpha) = 0 \) for any \( \alpha \in A(q) \).

However, \( T \) is not a d-isomorphism since \( T(u) \wedge T(v) = 0 \). Indeed, for each \( q \in \mathbb{Q} \) we have that \( \pi^q(u) = \pi^q(h^q_{\alpha(q)}) \) for some index \( \alpha(q) \in A(q) \). Let \( t^q_\alpha \in D \). If \( \alpha = \alpha(q) \), then \( T(v)(t^q_\alpha) = 0 \). If \( \alpha \neq \alpha(q) \), then \( T(u)(t^q_\alpha) = 0 \).
The operator $T$ constructed above is useful in other situations as well. Let an operator $S : C(Q) \to C(Q) \oplus C(D)$ be defined by $Sf = f \oplus T(f)$ for $f \in C(Q)$. Then $S$ is a linear d-isomorphism satisfying (DNB) (since $C(Q)$ is uniformly complete) but failing to be $(r_u - r_u)$-continuous. This shows that an extra assumption in Theorem 3.6 about the image of the operator is essential.

Similarly, fix any $t = t^*_D \in D$ and let $\varphi(f) = (Tf)(t)$. Then $\varphi$ is a linear disjointness-preserving (surjective) functional satisfying (DNB) but failing to be $(r_u - r_u)$-continuous. Of course, the functional $\varphi$ is not one-to-one, and that is why this example does not contradict Theorem 3.6.

Several comments are in order in connection with the Hammerstein property introduced in Definition 2.1. This property goes back to the theory of integral operators [Ko,Kr] and this explains its importance. Recall that as we noticed after Definition 2.1 each operator with the Hammerstein property is disjointly additive. The latter property was introduced by Pinsker [P] as early as in 1938 (see also [DO]). Here we want to point out that there is a principal distinction between the operators with Hammerstein property and disjointly additive operators. We will illustrate this distinction with an example.

Let $T : C[0, 1] \to \mathbb{R}$ be the following functional: $Tx := \min\{|x(t)| : t \in [0, 1]\}$. This functional is disjointly additive, $(r_u - r_u)$-continuous, and preserves disjointness. However, $T$ does not satisfy the Hammerstein property, and therefore, $T$ allows neither any natural integral representation nor a representation as a composition operator. The important Lemma 2.3 fails for this operator. In other words, the operators with the Hammerstein property (rather than the disjointly additive operators) may be viewed as a natural generalization of linear operators on vector lattices.

In conclusion I would like to express my thanks to Y. Abramovich for pointing out that C. Huijsmans and B. de Pagter [HP2] have also solved the problem posed in [HL] and constructed an example similar to Example 3.8.
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