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ABSTRACT. In this note, we extend the theory of interpolation of semigroups considered by Arendt (1991) and Arendt-Neubrander-Schlotterbeck (1992) to include the fractional order case. We then apply the results to the Schrödinger and wave equations on $L^p(\Omega)$ where $\Omega \subset \mathbb{R}^N$ is open with bounded Lebesgue measure.

1. Introduction

Let $X$ be a Banach space and $A: D(A) \subset X \rightarrow X$ a closed linear operator. Let $E$ be another Banach space. We shall use the notation $E \leftrightarrow X$ to indicate that $E$ is continuously imbedded in $X$. If $E$ is such that $E \leftrightarrow X$, we denote by $A_E$ the part of $A$ in $E$, that is, the operator defined by

$$D(A_E) := \{x \in D(A) \cap E, \ Ax \in E\} \quad \text{and} \quad A_E x = Ax \quad \text{for} \ x \in D(A_E).$$

It is clear that $A_E$ is also closed. Note that if $D(A) \subset E$, then one has automatically $D(A) \leftrightarrow E$ as a consequence of the closed graph theorem, where $D(A)$ is endowed with the graph norm. One can easily prove the following propositions.

**Proposition 1.1.** Let $(T(t))$ be a $C_0$-semigroup with generator $A$. If $\Phi$ is an interpolation functor, then the part of $A$ in $\Phi(D(A); X)$ is the generator of a $C_0$-semigroup.

**Proposition 1.2.** Let $(T(t))$ be a uniformly bounded $C_0$-semigroup with generator $A$. We assume that $0 \in \rho(A)$. Then for $\alpha > 0$, the part of $A$ in $D((-A)^\alpha)$ is the generator of a $C_0$-semigroup.

We remark that the restrictions on $(T(t))$ in Proposition 1.2 cause no difficulty because the class of $C_0$-semigroup generators is stable under bounded perturbations.

We now assume that $D(A^n) \subset E \leftrightarrow X$ where $n \in \mathbb{N}$; and if $n > 1$, we assume further that there exists $\lambda_0 \in \rho(A)$ such that $R(\lambda_0, A)E \subset E$ (this implies the same property for all $\lambda \in \rho(A)$). Then in Arendt, Neubrander, and Schlotterbeck [5] it was proved that $A_E$ is the generator of an $n$-times integrated semigroup. The simple example $X = L^2(0, 1)$, $A = i\Delta$ with Dirichlet or Neumann boundary conditions, and $E = L^\infty(0, 1)$ shows that in general, $A_E$
is not a $C_0$-semigroup generator. Actually, in this example, the domain of $A_E$ is not dense.

In §2 we prove that if $\alpha > 0$ and $E$ is a Banach space such that $D((-A)\alpha) \subset E \leftrightarrow X$ (with $R(\lambda_0, A)E \subset E$ for some $\lambda_0 \in \rho(A)$ if $\alpha > 1$), then $A_E$ generates a $\beta$-times integrated semigroup whenever $\beta > \alpha$. Of course if $\alpha \in \mathbb{N}$, by the result of [5] mentioned above, $A_E$ generates an $\alpha$-times integrated semigroup (§2). Similar results are derived for cosine functions (§3). In §4, application to elliptic operators on $L^p(\Omega)$, where $\Omega \subset R^N$ is an open subset with finite Lebesgue measure, enables us to make precise the results of [2] on the Schrödinger equation.

2. INTERPOLATION OF SEMIGROUPS

As announced in the introduction, we shall use the theory of fractional powers of linear operators (see Komatsu [16] for details on this subject) to obtain interpolation results for semigroups. The corresponding results for cosine functions will be considered in the next section.

We first recall some definitions concerning integrated semigroups and integrated cosine functions.

**Definition 2.1.** Let $\alpha \geq 0$. Then $A$ is the generator of an $\alpha$-times integrated semigroup if $(\omega, \infty) \subset \rho(A)$ for some $\omega \in \mathbb{R}$ and there exists a strongly continuous mapping $S: [0, \infty) \to \mathcal{L}(X)$ with $\|S(t)\| \leq M e^{\omega t}$, $t \geq 0$, for some $M \geq 0$ such that

$$R(\lambda, A) = \lambda^\alpha \int_0^\infty e^{-\lambda t} S(t) dt \quad \text{for } \lambda > \max\{\omega, 0\}. \tag{2.1}$$

In this case, $(S(t))$ is called the $\alpha$-times integrated semigroup generated by $A$.

If $\alpha = 0$, then $(S(t))$ is a $C_0$-semigroup generated by $A$. It follows from the uniqueness theorem for the Laplace transform that when such a family $(S(t))$ exists, it is unique. The same remark applies to Definition 2.2 below. It is also worth noting that if an operator $A$ generates a $C_0$-semigroup $(T(t))$, then for any $\alpha \geq 0$, $A$ generates an $\alpha$-times integrated semigroup $(S_\alpha(t))$ which is just $S_\alpha(t) = \Gamma(\alpha)^{-1} \int_0^t (t-s)^{\alpha-1} T(s) x ds$, $t \geq 0$. The converse statement is not true (see, e.g., [1, 13, and 17] for relevant examples).

For the relationship between $\alpha$-times integrated semigroups and the Cauchy problem, see [1] or [13]. A similar notion exists and is related to the second-order Cauchy problem.

**Definition 2.2.** Let $\alpha \geq 0$. Then $A$ is the generator of an $\alpha$-times integrated cosine function if there exist $M$, $\omega \in \mathbb{R}$ such that $(\lambda^2 > \omega) \subset \rho(A)$ and there exists a strongly continuous mapping $S: [0, \infty) \to \mathcal{L}(X)$ with $\|S(t)\| \leq M e^{\omega t}$, $t \geq 0$, such that

$$R(\lambda^2, A) = \lambda^{\alpha-1} \int_0^\infty e^{-\lambda t} S(t) dt \quad \text{for } \lambda > \max\{\omega, 0\}. \tag{2.2}$$

As for the case of Definition 2.1, $(S(t))$ is the $\alpha$-times integrated cosine function generated by $A$. Similarly, for $\alpha = 0$, $(S(t))$ is the strongly continuous cosine function generated by $A$. The sine function corresponds to the case
\( \alpha = 1 \). For fundamental facts about cosine function theory one may consult Fattorini [10]. For integrated cosine functions, see [4] or [13].

In order to prove the interpolation result for semigroups we need the following result from Butzer and Berens [6, p. 156], characterizing the domain of the fractional power of the infinitesimal generator of a uniformly bounded \( C_0 \)-semigroup.

**Proposition 2.3.** Let \( A \) be the generator of a uniformly bounded semigroup \( (T(t)) \) in \( X \) and \( 0 < \alpha < 1 \). Then for \( x \in X \) we have

\[
(2.3) \quad x \in D((-A)^{\alpha}) \iff s - \lim_{\varepsilon \to 0} \frac{1}{\Gamma(-\alpha)} \int_{\varepsilon}^{\infty} t^{-\alpha - 1} (T(t) - I)x \, dt \text{ exists.}
\]

In this case, \((-A)^{\alpha} x = -s - \lim_{\varepsilon \to 0} \frac{1}{\Gamma(-\alpha)} \int_{\varepsilon}^{\infty} t^{-\alpha - 1} (T(t) - I)x \, dt \).

From this we prove the following lemma.

**Lemma 2.4.** Let \( \tau \geq 0 \), \( x \in X \). We put \( U_\beta(\tau)x := \int_0^\tau (\tau-s)^{\beta-1} T(s)x \, ds \). Then if \( 0 < \alpha < \beta \leq 1 \), \( U_\beta(\tau)x \in D((-A)^{\alpha}) \).

**Proof.** Let \( t > 0 \). Then

\[
(T(t) - I)U_\beta(\tau)x = (T(t) - I) \int_0^\tau (\tau-s)^{\beta-1} T(s)x \, ds
\]

\[
= \int_0^\tau (\tau-s)^{\beta-1} T(t+s)x \, ds - \int_0^\tau (\tau-s)^{\beta-1} T(s)x \, ds
\]

\[
= \int_0^{t+\tau} (t+\tau-s)^{\beta-1} T(s)x \, ds - \int_0^\tau (\tau-s)^{\beta-1} T(s)x \, ds.
\]

We prove that near the origin the following estimate holds:

\[
\mathcal{F} := \left\| \int_t^{t+\tau} (t+\tau-s)^{\beta-1} T(s)x \, ds - \int_0^\tau (\tau-s)^{\beta-1} T(s)x \, ds \right\| = O(t^\beta).
\]

In fact, set \( M := \sup_{t \geq 0} \| T(t)x \| \). From the simple observation that

\[
\int_t^{t+\tau} (t+\tau-s)^{\beta-1} T(s)x \, ds
\]

\[
= \int_0^{t+\tau} (t+\tau-s)^{\beta-1} T(s)x \, ds + \int_0^\tau (t+\tau-s)^{\beta-1} T(s)x \, ds
\]

\[
- \int_0^t (t+\tau-s)^{\beta-1} T(s)x \, ds,
\]
we have
\[
\mathcal{F} = \left\| \int_0^T \left[ (t + \tau - s)^{\beta-1} - (t - s)^{\beta-1} \right] T(s)x ds + \int_0^{t+\tau} (t + \tau - s)^{\beta-1} T(s)x ds \\
- \int_0^t (t + \tau - s)^{\beta-1} T(s)x ds \right\|
\]
\[
\leq M \left\{ \int_0^T |(t - s)^{\beta-1} - (t + \tau - s)^{\beta-1}| ds \\
+ \int_0^{t+\tau} (t + \tau - s)^{\beta-1} ds + \int_0^t (t + \tau - s)^{\beta-1} ds \right\}
\]
\[
\leq M \left\{ \int_0^T [(t - s)^{\beta-1} - (t + \tau - s)^{\beta-1}] ds \\
+ \int_0^{t+\tau} (t + \tau - s)^{\beta-1} ds + \int_0^t (t + \tau - s)^{\beta-1} ds \right\}
\]
\[
= -\frac{M}{\beta} \left\{ [(t - s)^{\beta} - (t + \tau - s)^{\beta}]_0 + [(t + \tau - s)^{\beta}]_0^{t+\tau} + [(t + \tau - s)^{\beta}]_0 \right\}
\]
\[
= \frac{2M}{\beta} t^{\beta}.
\]

This ensures the convergence of the integral in Proposition 2.3 near the origin. The convergence at infinity poses no difficulty. \( \Box \)

**Remark.** The following is well known. \( x \in X \Rightarrow \int_0^T T(s)x ds \in D(A) \) and \( A \int_0^T T(s)x ds = T(t)x - x \). Hence, using the closed graph theorem (see also [11, Chapter I, Lemma 1.5]) we obtain
\[
\int_0^t A \int_0^T T(s)x ds \, d\tau = \int_0^t T(s)x ds - tx = A \int_0^t \int_0^T T(s)x ds \, d\tau
\]
\[
= A \int_0^t (t-s)T(s)x ds.
\]

It follows that \( \int_0^t (t-s)T(s)x ds \) does not always belong to \( D(A^2) \), for this would imply that \( D(A) = X \) and \( A \) is bounded. It is then easy to see that the lemma does not hold for \( \alpha > 1 \) (unless we are in the trivial case \( D(A) = X \)). However, one can prove by induction that
\[
x \in D(A^n) \Rightarrow \int_0^t (t-s)^n T(s)x ds \in D(A^{n+1}).
\]

We are in a position to prove the following

**Theorem 2.5.** Assume that \( E \) is a Banach space such that \( D((-A)^\alpha) \subset E \hookrightarrow X \) for some \( \alpha \), \( 0 < \alpha < 1 \). Then \( A_E \) is the generator of a \( \beta \)-times integrated semigroup whenever \( \beta > \alpha \).

**Proof.** We shall follow the proof of [5].

First of all, the family \( U(t) = \Gamma(\beta)^{-1} \int_0^t (t-s)^{\beta-1} T(s)x ds \), \( t \geq 0 \), is a family of bounded linear operators on \( D((-A)^\alpha) \) and \( E \) by Lemma 2.4 and the closed graph theorem. We keep the same notation for the corresponding families in all the spaces \( X \), \( E \), and \( D((-A)^\alpha) \). We shall denote the norm in \( D((-A)^\alpha) \)
by \( \| \cdot \|_\alpha \). From the introduction, it follows that actually \( D((-A)^\alpha) \hookrightarrow E \hookrightarrow X \). In the following calculations, \( K \) will be a generic constant.

\[
\Gamma(\beta)^{-1}\| U(\tau)x \|_E \leq K\| U(\tau)x \|_\alpha \\
= K\| (-A)^\alpha U(\tau)x \| \\
= K\| s - \lim_{\varepsilon \to 0} \int_\varepsilon^\infty t^{-\alpha - 1}(T(t) - I)U(\tau)x \, dt \| \\
\leq K \int_0^\infty t^{-\alpha - 1}\| (T(t) - I)U(\tau)x \| \, dt \\
\leq K \left\{ \int_0^1 t^{-\alpha - 1}\| (T(t) - I)U(\tau)x \| \, dt + \int_1^\infty t^{-\alpha - 1}\| (T(t) - I)U(\tau)x \| \, dt \right\} \\
= K \left\{ \int_0^1 t^{-\alpha - 1}t^\beta \, dt + \int_1^\infty t^{-\alpha - 1}t^\beta \, dt \int_0^t (\tau - s)^{\beta - 1} \, ds \right\} \|x\| \\
= K(1 + t^\beta)\|x\|. 
\]

Hence, \( \| U(\tau)x \|_E \leq K(1 + t^\beta)\|x\| \leq K(1 + t^\beta)\|x\|_E \).

In particular, the family \( (U(t))_{t \geq 0} \) is exponentially bounded in \( \mathcal{L}(E) \).

Continuity: \( \| U(\tau)x - U(s)x \|_E \leq K\| U(\tau)x - U(s)x \|_\alpha \). Assume that \( x \in D((-A)^\alpha) \). Then it is clear that \( (-A)^\alpha U(\tau)x = U(\tau)(-A)^\alpha x \). We further assume that \( D((-A)^\alpha) \) is dense in \( E \) (see Remark below). Then, by the Banach-Steinhaus theorem, the family \( (U(t))_{t \geq 0} \) is strongly continuous in \( E \).

Generator: \( (U(t)) \) is a strongly continuous family on \( X \) (the \( \beta \)-times integrated semigroup generated by \( A \)). In \( X \) we have

\[
R(\lambda, A) = \lambda^\beta \int_0^\infty e^{-\lambda t}U(t) \, dt \quad \text{for} \quad \lambda > 0.
\]

If \( x \in E \), the integral also converges in the topology of \( E \) by the strong continuity and exponential boundedness proved above. Obviously \( R(\lambda, A)E \subset E \) for all \( \lambda \in \rho(A) \). By [5, Lemma 2.2], \( \lambda \in \rho(A) \Rightarrow \lambda \in \rho(A_E) \) and \( R(\lambda, A)_E = R(\lambda, A)_E \). It follows from Definition 2.1 that \( (U(t)) \) is the \( \beta \)-times integrated semigroup generated by \( A_E \). \( \Box \)

Remarks. (a) We have taken the norm in \( D((-A)^\alpha) \) to be \( \|x\|_\alpha = \|(-A)^\alpha x\| \), assuming implicitly that \( A \) is invertible. Otherwise, the proof still works if we take the graph norm of \( (-A)^\alpha \), namely \( \|x\| + \|(-A)^\alpha x\| \).

(b) In the proof of strong continuity, we assumed that \( D((-A)^\alpha) \) is dense in \( E \). This assumption does not hold in the example presented in §1. In general, generators of \( \beta \)-times integrated semigroups are not densely defined. A proof in the general case can be given using Proposition 2.3 and the dominated convergence theorem.

Next, we want to extend Theorem 2.5 to the case \( \alpha \geq 1 \). First we note that we have the following formula which is a semigroup version of Taylor's formula:

\[
T(t)x = \sum_{p=0}^{n-1} \frac{t^p}{p!} A^p x + \int_0^t \frac{(t-s)^{n-1}}{(n-1)!} T(s)A^n x \, ds, \quad x \in D(A^n), \quad t \geq 0.
\]
This formula may be obtained by induction from the remark following Lemma 2.4. If we assume that $0 \in \rho(A)$, then

(2.6) $A^{-n}T(t)x = \sum_{p=0}^{n-1} \frac{t^p}{p!} A^{p-n}x + \int_0^t \frac{(t-s)^{n-1}}{(n-1)!} T(s)x \, ds, \quad x \in X, \ t \geq 0.$

Note that the assumption $0 \in \rho(A)$ is not restrictive since perturbation by multiples of the identity operator preserves the generation property for integrated semigroups (see, e.g., Hieber [13] or Arendt, Neubrander, and Schlotterbeck [5]). We shall further make the assumption that $R(\lambda, A)E \subset E$ for $\lambda \in \rho(A)$.

**Corollary 2.6.** Let $n \geq 1$ and $0 < \alpha < 1$, and let $E$ be a Banach space such that $D((-A)^{n+\alpha}) \subset E \hookrightarrow X$. Assume that $R(\lambda, A)E \subset E$ for $\lambda \in \rho(A)$. Then $A_E$ generates an $(n + \beta)$-times integrated semigroup for $\beta > \alpha$.

**Proof.** Set

$$S(t)x = \int_0^t \frac{(t-s)^{n+\beta-1}}{\Gamma(n+\beta)} T(s)x \, ds, \quad x \in X.$$  

From formula (2.6) we have

$$A^{-n} \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} T(s)x \, ds = S(t)x + \sum_{p=0}^{n-1} \frac{1}{p!} \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} s^p \, ds \, A^{p-n}x$$

which we rewrite as

$$S(t)x = A^{-n} \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} T(s)x \, ds - \sum_{p=0}^{n-1} \frac{1}{p!} \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} s^p \, ds \, A^{p-n}x.$$

From Lemma 2.4, we deduce that for $x \in X$,

$$A^{-n} \int_0^t \frac{(t-s)^{\beta-1}}{\Gamma(\beta)} T(s)x \, ds \in D((-A)^{n+\alpha})$$

if $0 < \alpha < \beta < 1$. The condition $R(\lambda, A)E \subset E$ implies that $(S(t))$ is a family of bounded linear operators on $E$. The proof then continues as that of Theorem 2.5. □

### 3. Second-order equations

In this section, we derive results analogous to those of the previous section for second-order linear differential equations. We have already recalled the fundamental facts on integrated cosine functions. In order to obtain interpolation results, we need here an analogue of Proposition 2.3 (see Hoppe [15, Theorem 2.7]). Let $C_\alpha := \int_0^\infty t^{-2\alpha-1}(\cos t - 1) \, dt$.

**Theorem 3.1.** Assume that $A$ generates a uniformly bounded cosine function $(C(t))$ in $X$. Let $0 < \alpha < 1$ and $x \in X$. Then

(3.1) $x \in D((-A)^\alpha)$ if and only if $s - \lim_{\epsilon \to 0} \frac{1}{C_\alpha} \int_\epsilon^\infty t^{-2\alpha-1}(C(t) - 1) \, dt \, dx$ exists,

in which case it is equal to $-(-A)^\alpha x$. 

Taylor’s formula for $C_0$-semigroups (formula (2.5)) has an equivalent for operator cosine functions (see Hoppe [15]):

\[(3.2)\]
\[
C(t)x = \sum_{p=0}^{n-1} \frac{t^{2p}}{(2p)!} A^{2p} x + \int_0^t \frac{(t-s)^{2n-1}}{(2n-1)!} C(s)A^n x \, ds, \quad x \in D(A^n), \quad t \geq 0.
\]

We have the following.

**Lemma 3.2.** Let $\tau \geq 0$, $x \in X$. We put $U_\beta(\tau)x := \int_0^\tau (\tau - s)^{2\beta - 1} C(s)x \, ds$. Then if $0 < \alpha < \beta \leq 1$, $U_\beta(\tau)x \in D((-A)^\alpha)$.

The proof is similar to that of Lemma 2.4, and we omit it.

From formula (3.2), we obtain

**Proposition 3.3.** Assume that $A$ generates a cosine function in $X$. Let $n \in \mathbb{N}$, and let $E$ be a Banach space such that $D(A^n) \subset E \hookrightarrow X$. Assume that $R(\lambda, A)E \subset E$ for $\lambda \in \rho(A)$ (if $n > 1$). Then $A_E$ generates a $2n$-times integrated cosine function in $E$.

This proposition was obtained in a slightly different formulation by Cioranescu and Henriquez [7]. Using Lemma 3.2 and the scheme of the proof of Theorem 2.5 and Corollary 2.6, we obtain the following.

**Theorem 3.4.** Let $n \geq 0$ and $0 < \alpha < 1$, and let $E$ be a Banach space such that $D((-A)^{n+\alpha}) \subset E \hookrightarrow X$. If $n > 1$, assume further that $R(\lambda, A)E \subset E$ for $\lambda \in \rho(A)$. Then $A_E$ generates a $(2n+\beta)$-times integrated cosine function in $E$ for $\beta > \alpha$.

**Remark.** One may ask if in Lemmas 2.4 and 3.2 the case $\alpha = \beta$ is admissible. This will have as a consequence that we also admit $\alpha = \beta$ in Theorem 2.5, Corollary 2.6, and Theorem 3.4. Actually, this is not always the case (see Fattorini [10, p. 86] for a counterexample). In order that this should be true for cosine operator functions and for $\alpha = \frac{1}{2}$, Fattorini introduces the following condition (F):

\[(F) \quad S(t)X \subset D((-A)^{1/2}) \text{ and } (-A)^{1/2}S(t) \text{ is strongly continuous}
\]

where $S(t)x = \int_0^t C(s)x \, ds$, $t \geq 0$, $x \in X$, is the sine function associated with $(C(t))$.

He then proves, using the Hilbert transform, that condition (F) is always satisfied if $X = L^p(\Omega), \ 1 < p < \infty$.

In the next section, we shall prove in a particular instance that one can admit $\alpha = \beta$ in the aforementioned theorems.

### 4. Applications

For the applications we have in view, we prove the following theorem. The ingredients of the proof are the spectral theorem and a classical estimate on the incomplete gamma function.

**Theorem 4.1.** Let $A$ be a normal operator in a Hilbert space $H$. Assume that $A$ is the generator of a uniformly bounded $C_0$-semigroup $(T(t))$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
For $0 < \alpha < 1$, let $S(t)x = \int_0^t \left( (t - s)^{\alpha - 1} / \Gamma(\alpha) \right) T(s)x \, ds$. Then $S(t)H \subset D((-A)^\alpha)$ and $(-A)^\alpha S(t)$ is strongly continuous.

Consequently, if $E$ is a Banach space with $D((-A)^\alpha) \subset E \hookrightarrow H$, then $A_E$ is the generator of an $\alpha$-times integrated semigroup.

Proof. Using the spectral theorem (multiplication operator-valued form), we may assume that $H = L^2(\Omega, \mu)$, where $(\Omega, \mu)$ is a measure space. Then
\begin{equation}
D(A) = \{f \in H, \quad m \cdot f \in H\} \quad \text{and} \quad Af(x) = m(x)f(x) \quad \text{for} f \in D(A),
\end{equation}
where $m: \Omega \rightarrow \mathbb{C}$ is a measurable function satisfying $\text{Re}(m(x)) \leq 0$ almost everywhere in $\Omega$. It follows that $(T(t)f)(x) = e^{i \cdot m(x)}f(x)$, $f \in H$. For $0 < \alpha < 1$,
\begin{equation}
D((-A)^\alpha) = \{f \in H, \quad (-m(x))^\alpha \cdot f(x) \in H\},
\end{equation}
\begin{equation}
(-A)^\alpha f(x) = (-m(x))^\alpha f(x) \quad \text{for} f \in D((-A)^\alpha),
\end{equation}
where the determination of $(-m(x))^\alpha$ is conveniently chosen (see Fattorini [10, Chapter 3] for the definition of the fractional power).

Furthermore, the integrated semigroup $\Gamma(\alpha)^{-1} \int_0^t (t - s)^{\alpha - 1} T(s) \, ds$ is the operator of multiplication by $\Gamma(\alpha)^{-1} \int_0^t (t - s)^{\alpha - 1} e^{s m(x)} \, ds$. It remains to prove
\begin{equation}
\text{ess-sup}_{x \in \Omega} \left| (-m(x))^\alpha \Gamma(\alpha)^{-1} \int_0^t (t - s)^{\alpha - 1} e^{s m(x)} \, ds \right| < \infty,
\end{equation}
\begin{equation}
(-m(x))^\alpha \Gamma(\alpha)^{-1} \int_0^t (t - s)^{\alpha - 1} e^{s m(x)} f(x) \, ds \text{ is strongly continuous in } H.
\end{equation}

The estimate (4.3) follows from Gradshteyn and Ryzhik [12, formula 8.357, p. 942]. The continuity condition (4.4) then follows by the dominated convergence theorem. \qed

We want to apply the preceding results to elliptic operators. First we fix some notations. Let $\Omega \subset \mathbb{R}^N$ be open and $(a_{ij}(x))$, $1 \leq i, j \leq N$ be real-valued functions belonging to $W^{1,2}_{\text{loc}}(\Omega)$ and such that $a_{ij} = a_{ji}$ (see [8, Chapter 1]). We assume that there are two positive constants $\lambda$ and $\mu$ such that the following ellipticity condition is satisfied.
\begin{equation}
0 < \lambda |\psi|^2 \leq \sum_{1 \leq i, j \leq N} a_{ij}(x) \psi_i \overline{\psi_j} \leq \mu |\psi|^2, \quad \psi \in \mathbb{C}^N \setminus \{0\}, \ a.e. \ in \ \Omega.
\end{equation}

Consider the two nonnegative symmetric quadratic forms $a$ and $b$:
\begin{equation}
a: H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{C},
\end{equation}
\begin{equation}
a(u, v) = \sum_{1 \leq i, j \leq N} \left( a_{ij}(x) \frac{\partial u}{\partial x_i}, \frac{\partial v}{\partial x_j} \right)_{L^2(\Omega)}
\end{equation}
and
\begin{equation}
b: H^1_0(\Omega) \times H^1_0(\Omega) \rightarrow \mathbb{C},
b(u, v) = \sum_{1 \leq i, j \leq N} \left( a_{ij}(x) \frac{\partial u}{\partial x_i}, \frac{\partial v}{\partial x_j} \right)_{L^2(\Omega)}.
\end{equation}
Concerning the quadratic form $a$ and the associated operator, throughout we shall assume that $\Omega$ has a $C^1$-boundary. No regularity condition on $\Omega$ is required for $b$. Let $A_{2e}^e$ and $A_2^D$ be the maximal monotone operators associated with $a$ and $b$ respectively in $L^2(\Omega)$. Due to the symmetry assumption they are selfadjoint. Actually they are associated with the Neumann and Dirichlet boundary conditions respectively. The operators $-A_{2e}^e$ and $-A_2^D$ are generators of holomorphic semigroups of angle $\frac{\pi}{2}$ in $L^2(\Omega)$. They also generate uniformly bounded cosine operator functions (see also Fattorini [10]). We assume that $\Omega$ has bounded measure. Then for $p > 2$ we denote by $A_p$ the realization of $A_2^D$ or $A_{2e}^e$ in $L^p(\Omega)$ and if $1 < p < 2$, we define $A_p$ as the adjoint of $A_q$ with $p^{-1} + q^{-1} = 1$. For $p < \infty$, $-A_p$ is the generator of a holomorphic semigroup of angle $\frac{\pi}{p}$ in $L^p(\Omega)$. Under the above hypotheses, it was proved in Arendt [3] that if $\alpha = \frac{N}{2} \frac{1}{2} - \frac{1}{p}$, then $D((A_2^a)^\alpha) \subset L^p(\Omega)$ (compare with [8] where the case of $D((-A)^{1/2})$ is treated). The proof of this result uses the Marcinkiewicz interpolation theorem. Combining this and Theorem 4.1 yields

**Theorem 4.2.** If $1 < p < \infty$, the operator $iA_p$ is the generator of an $\alpha$-times integrated semigroup in $L^p(\Omega)$ for any $\alpha$ satisfying $\alpha \geq \frac{N}{2} \frac{1}{2} - \frac{1}{p}$.

This theorem was proved by Arendt [2] for $\alpha \in \mathbb{N}$ and for $\alpha \in \mathbb{R}$, $\alpha > \frac{N}{2} \frac{1}{2} - \frac{1}{p}$, the result was established by El Mennaoui [9, Theorem 6.6, p. 52], using the Gaussian estimates on heat kernels from [8] and the Phragmén-Lindelöf theorem. Actually, El Mennaoui proves this as an application of a result of his on boundary values of holomorphic semigroups.

As for the wave equation we have the following result.

**Theorem 4.3.** Under the above assumptions, if $1 < p < \infty$, the operator $-A_p$ is the generator of an $\alpha$-times integrated cosine function in $L^p(\Omega)$ for any $\alpha$ satisfying $\alpha \geq N \frac{1}{2} - \frac{1}{p}$.

This theorem has been considered by Cioranescu and Henríquez [7] for $\alpha \in \mathbb{N}$.
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