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Abstract. Let \( \Gamma \) denote the algebra of all bounded infinite matrices on \( c \), the space of convergent sequences, \( \Delta \) the subalgebra of \( \Gamma \) consisting of lower triangular matrices. It is well known that, if \( H \) is any Hausdorff matrix with distinct diagonal entries, then the commutant of \( H \) in \( \Delta \) contains only Hausdorff matrices. In previous work the author has shown that a necessary condition for the commutant of a Hausdorff matrix \( H \) to be the same in \( \Gamma \) and \( \Delta \) is that \( H \) have distinct diagonal entries, but that the condition is not sufficient. In this paper it is shown that certain Hausdorff matrices, with distinct diagonal entries, have the same commutants in \( \Gamma \) and \( \Delta \).

Let \( \mathcal{M} \) be the set of all doubly infinite matrices, \( \mathcal{B} \subset \mathcal{M} \) the subalgebra of infinite matrices with the finite norm, where \( \|B\| := \sup_n \sum_k |a_{nk}| \). Let \( \mathcal{F} \subset \mathcal{M} \) be the subalgebra consisting of lower triangular matrices. Hausdorff [7] showed that, if \( H \) is any Hausdorff matrix with distinct diagonal entries, then the commutant of \( H \) in \( \mathcal{F} \) consists of Hausdorff matrices.

Let \( \Gamma \) be the subalgebra of \( \mathcal{M} \) consisting of all bounded infinite matrices on \( c \), the space of convergent sequences, \( \Delta \) the subalgebra of \( \Gamma \) composed of triangular matrices.

In papers [6] and [7] the author showed that there exist Hausdorff matrices with distinct diagonal entries that have non-Hausdorff matrices in the commutant, and that a necessary condition for the commutant of a Hausdorff matrix in \( \Gamma \) and \( \Delta \) to be the same is that \( H \) have distinct diagonal entries.

The author [6] and Jakimovski [4] have independently shown that the commutant of \( (C, 1) \), the Cesàro matrix of order 1, in \( \Gamma \), is \( \mathcal{K} \), the set of conservative Hausdorff matrices. (A matrix is conservative if it is convergence-preserving over \( c \).) However, the proof only uses the fact that \( A, (C, 1) \in \mathcal{B} \). It is well known that, if a Hausdorff matrix has finite norm, then automatically it has all zero column limits, except possibly for the first column, and the first column converges. Since every Hausdorff matrix has row sums equal to \( \mu_0 \), the Silverman-Toeplitz conditions for a matrix to be conservative are satisfied, and the matrix is conservative. Thus the commutants of \( (C, 1) \) in \( \Delta \) and in \( \mathcal{B} \)
are the same—\( \mathcal{H} \). A natural question to ask is, for which Hausdorff matrices, with distinct diagonal entries, is it the case that the commutant in \( \mathcal{B} = \mathcal{H} \)?

The purpose of this paper is to address that question. While we do not answer the question completely, we show that the class of Hausdorff matrices for which the answer is known is fairly large, and includes the Cesàro and Hölder matrices of orders 1, 2, 3, 4, the known Hausdorff primes, and the Euler matrices. We also provide some examples where the commutants are different.

A Hausdorff matrix \( H \) is a lower triangular matrix with entries \( h_{nk} = \binom{n}{k} \Delta^{n-k} \mu_k \) for \( 0 \leq k \leq n \), where \( \{\mu_n\} \) is any real or complex sequence and \( \Delta \) is the forward difference operator defined by \( \Delta \mu_k = \mu_k - \mu_{k+1} \), \( \Delta^n \mu_k = \Delta(\Delta^{n-1} \mu_k) \).

A necessary and sufficient condition for \( H \in \mathcal{B} \) is that \( \{\mu_n\} \) have the representation \( \mu_n = \int_0^1 u^n \, dq(u) \), where \( q(u) \in BV(U) \), \( U = [0, 1] \).

It is the case that every conservative Hausdorff matrix has row sums equal to \( \mu_0 \) and zero column limits, except possibly for the first column.

Suppose \( A \in \mathcal{B} \) commutes with \( H \). Since \( A \in \mathcal{B} \), the rows of \( A \) are in \( l_1 \). Then \( (AH)_{nk} = (HA)_{nk} \), or

\[
\sum_{j=k}^{n} a_{nj} h_{jk} = \sum_{j=0}^{n} h_{nj} a_{jk}, \quad n, k = 0, 1, 2, \ldots.
\]

Multiply both sides of (1) by \( (1 - t)^k \), use the representation for \( H \), and sum over \( k \) to get

\[
\int_0^1 \sum_{j=k}^{n} (1 - t)^k \sum_{j=k}^{n} a_{nj} \binom{j}{k} u^j (1 - u)^{j-k} \, dq(u)
= \mu_n \sum_{k=0}^{n} a_{nk} (1 - t)^k + \sum_{k=0}^{n-1} \sum_{j=0}^{n} h_{nj} a_{jk} (1 - t)^k,
\]

since \( \sum_k |a_{jk}| < \infty \) for each \( j \). Define

\[
g_{nk}(u) := \sum_{j=k}^{n} a_{nj} \binom{j}{k} u^j (1 - u)^{j-k}.
\]

Then \( g_{nk}(u) \) converges absolutely and uniformly on \( U \), and

\[
g_{nk}(u) = \frac{(-1)^k u^k g_{n0}^{(k)}(u)}{k!}.
\]

Since the rows of \( A \) are in \( l_1 \), \( \{g_{nk}(u)\} \) is a uniformly bounded sequence of functions that are continuous on \( U \) and analytic for \( |u - 1| < 1 \).

For each fixed \( u \), \( 0 < u \leq 1 \),

\[
\sum_{k=0}^{\infty} (1 - t)^k g_{nk}(u) = \sum_{k=0}^{\infty} \frac{(-1)^k u^k g_{n0}^{(k)}(u)(1 - t)^k}{k!}
= \sum_{k=0}^{\infty} \frac{g_{n0}^{(k)}(u)(tu - u)^k}{k!}
= g_{n0}(tu),
\]
since, by Taylor’s theorem, the series is the expansion of the function $g_{n_0}$, in terms of the variable $tu$, about $t = 1$ (i.e., about $u$). For $u = 0$,

$$\sum_{k=0}^{\infty} (1 - t)^k g_{nk}(0) = g_{n_0}(0) = g_{n_0}(t_0).$$

Then (2) takes the form

$$\int_0^1 g_{n_0}(tu) dq(u) = \mu_n g_{n_0}(t) + \sum_{j=0}^{n-1} h_{nj} g_{j_0}(t).$$

Suppose that $H$ is such that the solution of (4) for each $n = 0, 1, \ldots, m - 1$ implies that $a_{nk} = 0$ for $k > n$, $0 \leq n < m$, i.e., from (3), that $g_{n_0}(t)$ is a polynomial of degree $\leq n$. Then, for $n = m$, (4) becomes

$$\int_0^1 g_{m_0}(tu) dq(u) = \mu_m g_{m_0}(t) + P_{m-1}(t),$$

where $P_{m-1}(t)$ is a polynomial of degree $\leq m - 1$.

If one can show that, for $n = 0, 1, 2, \ldots$, and any arbitrary polynomial $P_{n-1}(t)$, every solution of (5) of the form $g_{m_0}(t) = \sum_{k=0}^{\infty} a_{mk}(1 - u)^k$ with \{a_{mk}\}$_{k \geq 0} \in l_1$ is a polynomial of degree $m$, then $A$ must be triangular and $\text{Com} H$ in $\Gamma = \text{Com} \mathcal{H}$ in $\mathcal{B} = \mathcal{H}$.

Using the remarks about (5), we shall now investigate the commutants in $\mathcal{B}$ for some specific Hausdorff matrices.

The Cesàro matrix of order $\alpha$ has $\mu_n = (\binom{n+\alpha}{\alpha})^{-1}$ and is generated by the mass function $q(u) = 1 - (1 - u)^\alpha$.

**Theorem 1.** Let $n$ be a positive integer. Then $\text{Com}(C, n)$ in $\mathcal{B} = \mathcal{H}$ for $n = 1, 2, 3, 4$.

**Proof.** We shall assume $n > 1$, since the result is known for $n = 1$.

Substituting in (5) and making the change of variable $s = tu$, one obtains

$$n \int_0^t g_{m_0}(s)(1 - s/t)^{n-1} \, ds = t(\mu_m g_{m_0}(t) + P_{m-1}(t)).$$

Differentiating this expression with respect to $t$, it can be verified that, for each $k < n$,

$$n(n - 1) \cdots (n - k) \int_0^t g_{m_0}(s)(1 - s/t)^{n-k-1}s^k \, ds$$

$$= \sum_{j=0}^k c(k, j)t^{j+k+1}(\mu_m g_{m_0}^{(j)}(t) + P_{m-1}^{(j)}(t)),$$

where the $c(k, j)$ are constants depending in $j$ and $k$.

Setting $k = n - 1$ in (6) yields

$$n! \int_0^t g_{m_0}(s)s^{n-1} \, ds = \sum_{j=0}^{n-1} c(n - 1, j)t^{j+n}(\mu_m g_{m_0}^{(j)}(t) + P_{m-1}^{(j)}(t)).$$
Differentiating again and dividing by \( \mu_m \) yields
\[
\left[ \prod_{j=1}^{n} (m + j) \right] g_{m0}(t) t^{n-1} = \sum_{j=0}^{n-1} c(n-1, j) \left[ (j + n) t^{j+n-1} (g_{m0}^{(j)}(t) + \mu_m^{-1} P_{m-1}^{(j)}(t)) 
\right.
\]
\[
+ t^{j+n} (g_{m0}^{(j+1)}(t) + \mu_m^{-1} P_{m-1}^{(j+1)}(t)),
\]

or, dividing by \( t^{n-1} \) and transposing terms,
\[
(7) \quad \sum_{j=0}^{n} d(n, j) t^j g_{m0}^{(j)}(t) - g_{m0}(t) \prod_{j=1}^{n} (m + j) = -\mu_m^{-1} \sum_{j=0}^{n} d(n, j) t^j P_{m-1}^{(j)}(t),
\]

where
\[
(8) \quad d(n, j) = c(n-1, j)(j+n) + c(n-1, j-1),
\]

with the convention that \( d(n, -1) = 0 \).

The homogeneous part of equation (7) is an Euler-type differential equation which is solved by substituting \( g_{m0}(t) = t^r \), to obtain a polynomial equation in \( r \). Performing this substitution in (7) yields
\[
(9) \quad \sum_{j=0}^{n} c(n, j) t^j r(r-1) \cdots (r-j+1) t^{-j} = t^r \prod_{j=1}^{n} (m + j),
\]

or
\[
\sum_{j=0}^{n} c(n, j) r(r-1) \cdots (r-j+1) = \prod_{j=1}^{n} (m + j).
\]

Lemma 1. \( \sum_{j=0}^{n} c(n, j) r(r-1) \cdots (r-j+1) = \prod_{j=1}^{n} (r+j) \) for each \( n > 1 \).

Proof. If one chooses \( g(u) : t^r \), \( q(u) = 1 - (1-u)^n \), then (5) is satisfied with \( P_{m-1}(t) = 0 \). From (7) we get for this function \( t^r \), \( \sum_{j=0}^{n} c(n, j) t^j r(r-1) \cdots (r-j+1) t^{-j} - \prod_{j=1}^{n} (r+j) = 0 \).

We therefore have the indicial equation
\[
(10) \quad \prod_{j=1}^{n} (r+j) = \prod_{j=1}^{n} (m + j).
\]

For the particular nonhomogeneous solution, since the right-hand side of (7) is a polynomial of degree \( \leq m - 1 \), one can use the method of undetermined coefficients to obtain, as solution, a polynomial \( Q_{m-1}(t) \) of degree at most \( m - 1 \). We are interested in examining the coefficients of \( g_{m0}(t) \) for \( k > m \). Therefore, \( Q_{m-1}(t) \) plays no role in the analysis for \( n = 2, 3, \text{or } 4 \).

Since \( g_{m0}(t) \) is continuous at \( t = 0 \), we must have \( c_1 = 0 \). Hence \( g_{m0}(t) \) is a polynomial of degree \( m \), and \( A \) is triangular.

If \( n = 3 \), (10) becomes \( (r+1)(r+2)(r+3) = (m+1)(m+2)(m+3) \), and the roots are \( r = m, -3 - m/2 \pm \gamma i \), where \( \gamma = (3m^2 + 12m + 18)^{1/2}/2 \). Then \( g_{m0}(t) = c_{m0} t^m + c_{m1} t^{m-3} - m^2/2 + \gamma i + c_{m2} t^{m-3} - m^2/2 - \gamma i \). Since \( g_{m0}(t) \) is continuous at \( t = 0 \), we must have either \( c_{m1} = c_{m2} = 0 \), or some linear combination of \( c_{m1} \) and \( c_{m2} \) that removes the discontinuity at \( t = 0 \). We shall now show that the second situation cannot occur. Without loss of generality we may assume that both \( c_{m1} \) and \( c_{m2} \) are different from zero. For, if one of them is zero,
then it follows that the other must be zero also. We may write 
\[ cm_1 t^{-3-m/2+yi} + cm_2 t^{-3-m/2-\gamma_i} = cm_2 t^{-3-m/2-\gamma_i} \] 

\[ (cm_1 t^{2+yi}/cm_2 + 1) = cm_2(f(t)g(t)), \] 
say. \( f \) is not continuous at \( t = 0 \), whereas \( g(0) = 1 \). It is clear that there is no choice of \( cm_1/cm_2 \) that will remove the discontinuity at \( t = 0 \). Therefore, \( cm_1 = cm_2 = 0 \), \( g_{m_0}(t) \) is a polynomial of degree \( m \) and \( A \) is triangular.

If \( n = 4 \), (10) becomes \((r + 1)(r + 2)(r + 3)(r + 4) = (m + 1)(m + 2)(m + 3) \times (m + 4)\), which has roots \( r = m, -m - 5, -5/2 \pm yi \), where now \( \gamma = (4m^2 + 20m + 15)^{1/2}/2 \). Then \( g_{m_0}(t) = cm_0 t^m + cm_1 t^{m-5} + cm_2 t^{-5/2+y_i} + cm_3 t^{-5/2-y_i} \). Suppose that \( cm_1 \neq 0 \). Then we may write \( cm_1 t^{m-5} + cm_2 t^{-5/2+y_i} + cm_3 t^{-5/2-y_i} = cm_1 t^{m-5}(1 + (cm_2/cm_1)t^{5/2+y_i} + \) 
\[ (cm_3/cm_1)t^{5/2-y_i}) = cm_1 f(t)g(t), \] 
say. Now \( f \) is discontinuous at \( t = 0 \), and there is no combination of \( cm_2/cm_1 \) and \( cm_3/cm_1 \) that will remove the discontinuity at \( t = 0 \). Therefore \( cm_1 = 0 \). Using an argument similar to that employed for \( n = 3 \), it follows that \( cm_2 = cm_3 = 0 \). Therefore, \( g_{m_0}(t) \) is a polynomial of degree \( m \), and \( A \) is triangular.

We shall now show that the commutant of \((C, 5)\) in \( \Gamma \) contains nontriangular matrices. From (4), with \( q(u) = 1 - (1 - u)^5 \), we have

\[ \int_0^1 g_{m_0}(tu)5(1 - u)^4 du = \sum_{j=0}^m h_{mj} g_{j0}(t). \]

Making the substitution \( s = tu \) yields

\[ \int_0^t g_{m_0}(s)5(1 - s/t)^4 ds = \sum_{j=0}^m h_{mj} g_{j0}(t). \]

Differentiating, we obtain

\[ 5 \int_0^t g_{m_0}(s)4(1 - s/t)^3 \left( \frac{s}{t^2} \right) ds = \sum_{j=0}^m h_{mj} [g_{j0}(t) + tg'_{j0}(t)], \]

or

\[ 20 \int_0^t g_{m_0}(s)(1 - s/t)^3 s ds = \sum_{j=0}^m h_{mj} [t^2 g_{j0}(t) + t^3 g'_{j0}(t)]. \]

Differentiating and then multiplying by \( t^2 \) yields

\[ 60 \int_0^t g_{m_0}(s)(1 - s/t)^2 s^2 ds = \sum_{j=0}^m h_{mj} [2t^3 g_{j0}(t) + 4t^4 g'_{j0}(t) + t^5 g''_{j0}(t)]. \]

Another differentiation and multiplication by \( t^2 \) gives

\[ 120 \int_0^t g_{m_0}(s)(1-s/t)s^3 ds = \sum_{j=0}^m h_{mj} [6t^4 g_{j0}(t) + 18t^5 g'_{j0}(t) + 9t^6 g''_{j0}(t) + t^7 g^{(3)}_{j0}(t)]. \]

Differentiation and multiplication by \( t^2 \) gives

\[ 120 \int_0^t g_{m_0}(s)s^4 ds = \sum_{j=0}^m h_{mj} [24t^5 g_{j0}(t) + 96t^6 g'_{j0}(t) + 72t^7 g''_{j0}(t) + 16t^8 g^{(3)}_{j0}(t) + t^9 g^{(4)}_{j0}(t)]. \]
One more differentiation produces

\[ 120 g_m(t) t^4 = \sum_{j=0}^{m} h_m j 120 t^4 g_j(t) + 600 t^5 g_j'(t) + 600 t^6 g_j''(t) + 200 t^7 g_j^{(3)}(t) + 25 t^8 g_j^{(4)}(t) + t^9 g_j^{(5)}(t) \].

Thus

\[ \mu_m (t^5 g_m^{(5)}(t) + 25 t^4 g_m^{(4)}(t) + 200 t^3 g_m^{(3)}(t) + 600 t^2 g_m''(t) + 600 t g_m'(t) + 120 t g_m(t) ) \]

\[ = 120 g_m(t) - \sum_{j=0}^{m-1} h_m j 120 g_j(t) + 600 t^4 g_j'(t) + 600 t^2 g_j''(t) + 200 t g_j^{(3)}(t) \]

\[ + 25 t^4 g_j^{(4)}(t) + t^5 g_j^{(5)}(t) , \]

or

\[ t^5 g_m^{(5)}(t) + 25 t^4 g_m^{(4)}(t) + 200 t^3 g_m^{(3)}(t) + 600 t^2 g_m''(t) + 600 t g_m'(t) \]

\[ + 600 t g_m'(t) + 120 (1 - \mu_m^{-1}) t g_m(t) \]

(11)

\[ = \mu_m^{-1} \sum_{j=0}^{m-1} h_m j 120 g_j(t) + 600 t^4 g_j'(t) + 600 t^2 g_j''(t) + 200 t g_j^{(3)}(t) \]

\[ + 25 t^4 g_j^{(4)}(t) + t^5 g_j^{(5)}(t) . \]

Let \( h_m(t) \) and \( p_m(t) \) denote the homogeneous and nonhomogeneous solutions of (11), respectively.

For \( n = 5 \), (10) becomes \( (r + 1)(r + 2)(r + 3)(r + 4)(r + 5) = (m + 1) \times (m + 2)(m + 3)(m + 4)(m + 5) \). One obvious root is \( r = m \).

The remaining polynomial is

\[ r^4 + (m + 15) r^3 + (m^2 + 15 m + 85) r^2 + (m^3 + 15 m^2 + 85 m + 225) m \]

\[ + m^4 + 15 m^3 + 85 m^2 + 225 m + 274 . \]

Using a theorem of Routh [1, p. 142], one constructs the array

\[ r_{0j} = 1 \quad m^2 + 15 m + 85 \quad m^4 + 15 m^3 + 85 m + 225 m + 274 \]

\[ r_{1j} = m + 15 \quad m^3 + 15 m^2 + 85 m + 225 \]

\[ r_{2j} = \frac{15(m^2 + 15 m + 60)}{m + 15} \quad m^4 + 15 m^3 + 85 m^2 + 225 m + 274 \]

\[ r_{3j} = \frac{(m^6 + 30 m^5 + 310 m^4 + 600 m^3 - 9, 851 m^2 - 68, 280 m - 140, 850)}{15(m^2 + 15 m + 85)} \]

\[ r_{4j} = m^4 + 15 m^3 + 85 m^2 + 225 m + 274 . \]

Note that the polynomial in the numerator of \( r_{3j} \) has one real positive root, which lies between 6 and 7. Thus, for \( 0 \leq m \leq 6 \), there are no sign changes in the first column, indicating that all four roots of the polynomial have negative real parts. Using the now familiar argument, it follows that \( a_{mm} = 0 \) for \( n > m \), \( m = 1, 2, \ldots, 6 \). For \( m \geq 7 \), there are two sign changes, indicating that two of the roots have positive real part, and the remaining two have negative
real part. Let $\alpha_m \pm i\gamma_m$ denote the complex roots with positive real part, and $\beta_m \pm i\delta_m$ denote the complex roots with negative real part. Then $h_{m0}(t) = c_{m0}t^m + c_{m1}t^{m+1} + c_{m2}t^{m+2} + c_{m3}t^{m+3} + c_{m4}t^{m+4} + c_{m5}t^{m+5} + c_{m6}t^{m+6}$. Using the argument for $n = 3$, it follows that $c_{m3} = c_{m4} = 0$. Suppose that $c_{m2} \neq 0$. Then we may write $c_{m1}t^{m+1} + c_{m2}t^{m+2} + c_{m3}t^{m+3} = c_{m2}t^{m+1}(1 - (c_{m1}/c_{m2})t^{i\gamma_m} = c_{m2}g(t)$, say. There is no choice of $c_{m1}$ that will force $g(t) \equiv 0$. Therefore, $h_{m0}(t)$ is not a polynomial.

We shall now examine the complete solutions of (11). For $m = 0$ there is no nonhomogeneous part, and, from the above argument, $g_{00}(t) = c_{00}$. For $m = 1$, it is clear that $p_{10}(t) = c_{00}$ and $g_{10}(t) = c_{10}t + c_{00}$. For simplicity we shall choose $c_{10} = 0$. For $m = 2$ we obtain $g_{20}(t) = c_{20}t^2 + c_{00}$. We shall set $c_{20} = 0$. Continuing in this manner we have $g_{m0}(t) = c_{00}$, $m = 1, \ldots, 6$. Then $g_{70}(t) = c_{70}t^7 + c_{71}t^{8} + c_{72}t^{9} + c_{73}t^{10} + c_{00}$. For simplicity, choose $c_{70} = c_{72} = 0$.

For $m = 8$, the right-hand side of (11) becomes

$$
-\mu_8^{-1}[c_{00} + \sum_{j=0}^{7} h_{8j} + h_{87}]
+ 120c_{71}t^{\alpha_7 + i\gamma_7} + 600c_{71}(\alpha_7 + i\gamma_7)t^{\alpha_7 + i\gamma_7}
+ 200c_{71} \prod_{j=0}^{2} (\alpha_7 - j + i\gamma_7)t^{\alpha_7 + i\gamma_7}
+ 25c_{71} \prod_{j=0}^{3} (\alpha_7 - j + i\gamma_7)t^{\alpha_7 + i\gamma_7}
\leq \mu_8^{-1}[c_{00}(1 - \mu_8) + \lambda t^{\alpha_7 + i\gamma_7}],
\text{say.}

$$

Since $t^{\alpha_7 + i\gamma_7}$ is a solution of the homogeneous part of (11) for $m = 7$, it follows that $p_{80}(t) = c_{00} + a_8 t^{\alpha_8 + i\gamma_8}$, where $a_8 = -\lambda t^{\alpha_7 + i\gamma_7}/(\mu^7 - \mu^8) = \lambda t^{\alpha_7 + i\gamma_7}/(\mu^7 - \mu^8)$. Thus $g_{80}(t) = c_{82}t^{\alpha_8 + i\gamma_8} + c_{00} + a_8 t^{\alpha_8 + i\gamma_8}$, where, for simplicity we have set $c_{82} = 0$. Continuing in this manner,

$$(13) g_{m0}(t) = c_{m1}t^{\alpha_7 + i\gamma_7} + c_{00} + \sum_{j=7}^{m-1} a_j t^{\alpha_j + i\gamma_j}.
$$

Now choose $c_{m1} = 1/m^2|\prod_{j=0}^{1}(\alpha_7 - j + i\gamma_7)|$. Equating like coefficients in (13) and (3), for $m > 7$,

$$
a_{m0} = c_{m1} + c_{00},
$$

and, for $k > 0$,

$$
a_{mk} = c_{m1} \frac{\Gamma(k - \alpha_m - i\gamma_m)}{k!} + \sum_{j=7}^{m-1} a_j \frac{\Gamma(k - \alpha_j - i\gamma_j)}{k!},
$$

$|a_{mk}| \sim k^{-7/2}$, and $\|A\| < \infty$. (From (12) the sum of the roots is equal to $m + 15$; i.e., $\alpha_m + \beta_m = (m + 15)/2$. Since $\beta_m < 0$, each $\alpha_m > 15/2$.) Clearly, $\lim_m a_{m0} = 0$. Since $c_{m1} = O(1)/m^2$ and $g_j = O(1)/j^2$, $\lim_m a_{mk} = 0$ for each $k > 0$.

It is of interest to note that, if $A, H \in R$, $H$ has distinct diagonal entries, and $A$ commutes with $H$, then the row sums of $A$ are equal to the same
constant. To see this, we shall prove that \( g_{n0}(0) = g_{00}(0) \) for all integers \( n > 0 \). From (3), \( g_{n0}(0) = \sum_{j=0}^{\infty} a_{nk} \). It is trivially true that \( g_{00}(0) = g_{00}(0) \).

Assume the induction hypothesis. Then, from (4),

\[
\int_0^1 g_{n0}(0) \, dq(u) = \sum_{j=0}^{n-1} h_{nj} g_{j0}(0);
\]

i.e., \( g_{n0}(0) \mu_0 = \mu_n g_{00}(0) + g_{00}(0)(\mu_0 - \mu_n) \). Since the diagonal entries are distinct, \( g_{n0}(0) = g_{00}(0) \).

Therefore, \( A \in \Gamma \).

**Theorem 2.** Let \( n \) be a positive integer. Then \( \text{Com}(H, n) \) in \( \Gamma = \mathcal{R} \) iff \( 1 \leq n \leq 4 \).

**Proof.** We shall assume that \( n > 1 \), since \( (H, 1) = (C, 1) \). (5) takes the form

\[
\frac{1}{\Gamma(n)} \int_0^1 g_{m0}(tu)(\log 1/u)^{n-1} \, du = \sum_{j=0}^{m} h_{mj} g_{j0}(t),
\]

or

\[
\frac{1}{\Gamma(n)} \int_0^t g_{m0}(s)(\log t/s)^{n-1} \, ds = \sum_{j=0}^{m} h_{mj} g_{j0}(t).
\]

It can be verified that the \( k \)th derivative of the above equation is

\[
\frac{(n-1)(n-2) \cdots (n-k)}{\Gamma(n)} \int_0^t g_{m0}(s)(\log t/s)^{n-k-1} \, ds = \sum_{j=0}^{m} h_{mj} t (Dt)^k (g_{j0}(t)),
\]

where \( D := d/dt \).

With \( k = n-1 \) one obtains

\[
\int_0^t g_{m0}(s) \, ds = \sum_{j=0}^{m} h_{mj} t (Dt)^{n-1} (g_{j0}(t)).
\]

One more differentiation yields

\[
g_{m0}(t) = \sum_{j=0}^{m} h_{mj} (Dt)^n (g_{j0}(t)) = \mu_m (Dt)^n (g_{m0}(t)) + \sum_{j=0}^{m-1} h_{mj} (Dt)^n (g_{j0}(t)).
\]

It can be shown by induction that

\[
(Dt)^n (g_{m0}(t)) = \sum_{j=0}^{n} b(n, j) t^j (g_{m0}^{(j)}(t)).
\]

Therefore, (14) is an Euler type differential equation. Substituting \( g_{m0}(t) = r^t \) yields

\[
(r + 1)^n t^r = (m + 1)^n t^r - (m - 1)^n \sum_{j=0}^{m-1} h_{mj} (Dt)^n (g_{j0}(t)).
\]

The homogeneous part of equation (15) takes the form \( (1 + r)^n = (m + 1)^n \). Thus, \( r = -1 + (m + 1)e^{2\pi ij/n} \), \( j = 0, 1, \ldots, n - 1 \).
For $n = 2$, $r = m$, $-m - 2$. If $h_{m0}(t)$ denotes the homogeneous solution of (15), then $h_{m0}(t) = c_{m0}t^m + c_{m1}t^{-m-2}$. Since $h_{m0}(t)$ is continuous at $t = 0$, we must have $c_{m1} = 0$. It then follows that $g_{m0}(t)$ is a polynomial and $A$ is triangular.

For $n = 3$, $r = m$, $-(m + 3)/2 \pm \gamma i$, where $\gamma = (m + 1)\sqrt{3}/2$, and $h_{m0}(t) = c_{m0}t^m + c_{m1}t^{-(m+3)/2+\gamma i} + c_{m2}t^{-(m+3)/2-\gamma i}$. Using the argument of the case $n = 3$ for Theorem 1, it follows that $c_{m1} = c_{m2} = 0$, and $h_{m0}(t)$ is a polynomial of degree $m$. Then $g_{m0}(t)$ is a polynomial of degree $m$ and $A$ is triangular.

For $n = 4$, $r = m$, $-1 + (m + 1)e^{2\pi ij/4}$, $j = 0, 1, 2, 3$, and

$$h_{m0}(t) = c_{m0}t^m + c_{m1}t^{-m-2} + c_{m2}t^{1+(m+1)i} + c_{m3}t^{-(m+1)i}.$$ 

Using an argument similar to that for the case $n = 4$ of Theorem 1, one can show that $c_{m1} = 0$, and then that $c_{m2} = c_{m3} = 0$. It then follows that $g_{m0}(t)$ is a polynomial of degree $m$ and $A$ is triangular.

For $n > 4$, $r$ has roots in the first quadrant. Arguing as before it can be shown that those roots lying in the second and third quadrants must have coefficients zero. For convenience one can set $c_{m0} = 0$ and the coefficients of the roots in the fourth quadrant equal to zero. Using an argument similar to that for case $n = 5$ of Theorem 1, one can show that $A$ is nontriangular, $A \in \Gamma$, and the commutant of $(H, n)$ in $\Gamma$ contains nontriangular matrices.

**Theorem 3.** $\text{Com}(E, q)$ in $\mathcal{B} = \mathcal{H}$.

**Proof.** The Euler matrix $(E, q)$ is a regular Hausdorff matrix with

$$q(u) := \begin{cases} 0, & 0 < u < a, \\ 1, & a < u < 1, \end{cases}$$

where $q$ and $a$ are related by the equation $q = (1 - a)/a$.

From (5) we have (since $\mu_m = a^m$)

$$P_{m-1}(t) + a^m g_{m0}(t) = P_{m-1}(t) + \mu_m m g_{m0}(t) = \int_0^1 g_{m0}(tu) d(q(u)) = g_{m0}(at).$$

Differentiating the above equation $m$ times yields $g_{m0}^{(m)}(t) = g_{m0}^{(m)}(at)$. Replacing $t$ successively by $at$ in this equation leads to

$$g_{m0}^{(m)}(t) = g_{m0}^{(m)}(at) = \cdots = g_{m0}^{(m)}(a^n t).$$

Taking the limit as $n \to \infty$ gives $g_{m0}^{(m)}(t) = g_{m0}^{(m)}(0) = \sum_{k=0}^{\infty} a_{mk}$, which implies that $g_{m0}^{(m)}(t)$ is a constant over $[0, 1]$. Therefore, $g_{m0}(t)$ is a polynomial of degree $m$, and $A$ is triangular.

**Theorem 4.** If $q(u) = u^p$, $\text{Re}(p) > 0$, then $\text{Com} H$ in $\Gamma = \mathcal{H}$.

**Proof.** In this case (5) becomes

$$P_{m-1}(t) + \mu_m g_{m0}(t) = \int_0^1 g_{m0}(tu) p u^{p-1} du = \int_0^t g_{m0}(s) p(s/t)^{p-1} ds/t,$$

or

$$(P_{m-1}(t) + \mu_m g_{m0}(t)) t^p = p \int_0^t g_{m0}(s) s^{p-1} ds.$$
Differentiating, one obtains

\[ p(P_{m-1}(t) + \mu_m g_{m0}(t))t^{p-1} + (P'_{m-1}(t) + \mu_m g'_{m0}(t))t^p = p g_{m0}(t)t^{p-1}, \]

or

\[ \mu_m t g'_{m0}(t) + p(\mu_m - 1) g_{m0}(t) = -pP_{m-1}(t) - tP'_{m-1}(t). \]

The particular nonhomogeneous solution of (16) is a polynomial of degree at most \( m - 1 \). The homogeneous part of (16) is an Euler-type differential equation with indicial equation \( \mu_m(p + r) = p \) and \( r = m \). Therefore, \( A \) is triangular.

Thus far the only Hausdorff matrices to be considered have satisfied the condition that the diagonal entries form a totally monotone sequence. It is a reasonable question to ask if total monotonicity is a necessary condition. The answer is in the negative, and will be demonstrated by examining the commutant in \( \Gamma \) of the known Hausdorff primes.

The convergence domain of an infinite matrix \( A \) is the set of all sequences which \( A \) maps into convergent sequences. A matrix \( A \) is said to be stronger than a matrix \( B \) if \( A \) has the larger convergence domain. A multiplicative Hausdorff matrix \( H_1 \) is called a Hausdorff prime if (1) the convergence domain of \( H_1 \) properly contains \( c \), but (2) if \( H_2 \) is a Hausdorff matrix such that \( H_1 \) is strictly stronger than \( H_2 \), then the convergence domain of \( H_2 \) is \( c \).

Using this definition of prime, it follows from [9] that all Hausdorff matrices generated by \( \{(n - a)/(n + b)\} \) for \( \text{Re}(a), \text{Re}(b) > 0 \) are primes. A longstanding open question is whether all primes are of this form.

**Theorem 5.** Let \( H \) be a known Hausdorff prime. Then \( \text{Com} \ H \) in \( \Gamma = \mathcal{H} \).

**Proof.** The mass function for \( H \) is

\[ q(u) = \begin{cases} -(a + b)u^b/b, & 0 < u < 1, \\ 1 - (a + b)/b, & u = 1 \end{cases} \]

Then

\[ \mu_n = 1 - \frac{(a + b)}{n + b}. \]

Let \( c, d \in \mathbb{C}, \ cd \neq 0, \ A, \ B \) infinite matrices, \( I \) the unit matrix. Then \( AB = BA \) if and only if \( A(cI + aB) = (cI + dB)A \). From Theorem 4, the commutant of \( H_2 \) in \( \Gamma \), \( \lambda = b/(n + b) \), consists only of triangular matrices. Therefore, the commutant of \( H_2 \) in \( \Gamma \) contains only triangular matrices.

Let \( H \) denote the Hausdorff matrix generated \( \mu_m = a/(n + a) \). Then it can be shown that the commutant of both \( H(C, 1)^{-1} \) and \( (C, 1)H^{-1} \) is \( \mathcal{H} \). Also the commutant of \( (H, 2)(C, 2)^{-1} \) and \( (C, 2)(H, 2)^{-1} \) is \( \mathcal{H} \). But the commutants of both \( (H, 3)(C, 3)^{-1} \) and \( (C, 3)(H, 3)^{-1} \) contain nontriangular matrices.

Let \( B(c) \) denote the algebra of all bounded linear operators on \( c \). Then an operator \( T \in B(c) \) is of the form \( T = v \otimes \lim + B \), where \( B \) is the matrix representation of the restriction of \( T \) to \( c \), the space of null sequences, and \( v \) is the bounded sequence \( \{X_i(T)\} \), where \( X_i(T) := (Te)_i - \sum_k(Te^x)_i, \ e = \{1, 1, \ldots\} \). Also \( v \otimes \lim x = (\lim x)v \) for each \( x \in c \). (See, e.g., [8].)

Since \( B(c) \) strictly contains \( \Gamma \), it is of interest to determine the commutant of a Hausdorff matrix in \( B(c) \). In [7] it was shown that, if \( H \) is a multiplicative
Hausdorff matrix, $T \in B(c)$, then $T$ commutes with $H$ if and only if $T = \lambda e \otimes \lim +B$ for some scalar $\lambda$, where $B$ commutes with $H$.

Thus, for any Hausdorff matrix discussed in this paper, the commutant in $B(c)$ is known.
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**Open questions.** 1. Are there any other conservative Hausdorff matrices, with distinct diagonal entries, not covered by the theorems of this paper, whose commutants in $\mathcal{B}$ are $\mathcal{H}$?

2. Is $\text{Com}(H, \alpha)$ in $\mathcal{B} = \mathcal{H}$ for $0 < \alpha < 4$?

3. Does $\text{Com}(C, \alpha)$ in $\mathcal{B}$ contain nontriangular matrices for all $\alpha > 4$?

4. Does $\text{Com}(H, \alpha)$ in $\mathcal{B}$ contain nontriangular matrices for all $\alpha > 4$?
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