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Abstract. With a technical assumption \((E-k)\), which is a relaxed version of the condition \(T^n/n \to 0, n \to \infty\), where \(T\) is a bounded linear operator on a Banach space, we prove a generalized uniform ergodic theorem which shows, inter alia, the equivalence of the finite chain length condition \((X = (I - T)^k X \oplus \ker(I - T)^k)\), of closedness of \((I - T)^k X\), and of quasi-Fredholmness of \(I - T\). One consequence, still assuming \((E-k)\), is that \(I - T\) is semi-Fredholm if and only if \(I - T\) is Riesz-Schauder. Other consequences are: a uniform ergodic theorem and conditions for ergodicity for certain classes of multipliers on commutative semisimple Banach algebras.

1. Operators with finite chains

We begin with a few algebraic observations. Let \(S\) be a linear operator on the vector space \(X\). If there is an integer \(n\) for which \(S^nX = S^{n+1}X\), then we say that \(S\) has finite descent and the smallest integer \(d(S)\) for which this equality occurs is called the descent of \(S\). If there is an integer \(m\) for which \(\ker S^m = \ker S^{m+1}\), then \(S\) is said to have finite ascent and the smallest integer \(a(S)\) for which this equality occurs is called the ascent of \(S\). If both \(a(S)\) and \(d(S)\) are finite, then they are equal [3], 38.3; we say that \(S\) is chain-finite and that its chain length is this common minimal value. Moreover ([3], 38.4), in this case there is a decomposition of the vector space

\[
X = S^{d(S)}X \oplus \ker S^{d(S)}.
\]

Thus in particular, if \(S\) has chain length at most 1, then \(X = SX \oplus \ker S\). There is a way of describing this. By a complement of a subspace \(Y \subseteq X\) we mean a subspace \(Z\) of \(X\) for which \(X = Y \oplus Z\), as an algebraic direct sum.

Proposition 1. If \(S\) is a linear operator on a vector space \(X\), then \(S\) has chain length at most 1 if and only if \(S\) has finite descent and \(\ker S\) has an \(S\)-invariant complement.

Proof. It is clear from the above remarks that the condition of this proposition is necessary for finite chain length. On the other hand, if \(\ker S\) has an \(S\)-invariant complement \(Z\), then \(X = Z \oplus \ker S\) and \(SZ \subseteq Z\). Thus \(SX \cap \ker S = \)
SZ ∩ ker S = {0}, and hence ker S² = ker S, so that S has ascent 0 or 1. Consequently, since S has finite descent, S is chain-finite with chain length at most 1, by [3], 38.3. □

We now focus on the topological situation: assume that X is a Banach space and fix an element T ∈ L(X), where L(X) denotes the Banach algebra of continuous linear operators on X. We are interested in the behavior of the averages

\[ M_n(T) := (I + T + T² + \cdots + T^{n-1})/n \]

as \( n \to \infty \). For reasons that will become clearer later we shall make the following assumption on T.

**Definition 2.** Let \( k \in \mathbb{N} \) and \( T \in L(X) \). We say that T satisfies condition \((E-k)\) if \( \| (I - T)^k M_n(T) \| \to 0 \) as \( n \to \infty \).

It is clear that condition \((E-k)\) implies condition \((E-n)\) for any \( n \geq k \).

**Lemma 3.** \( T \in L(X) \) satisfies condition \((E-k)\) if and only if \( (I - T)^{k-1} T^n/n \to 0 \) as \( n \to \infty \).

**Proof.** An easy induction shows that \( (I - T)^{k-1} T^n/n = (I - T)^{k-1} M_n(T) \) for all \( k, n \in \mathbb{N} \). □

Thus we see that \((E-1)\) is equivalent to the condition \( \|T^n/n\| \to 0 \) as \( n \to \infty \) and that \((E-2)\) is the same as the condition \( \|(T^n - T^{n+1})/n\| \to 0 \) as \( n \to \infty \). The example \( T := \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \) shows that \((E-2)\) is strictly weaker than \((E-1)\). Note also that Lemma 3 shows that condition \((E-k)\) is the same as condition \((E-1)\) for the restriction \( T \mid (I - T)^{k-1}X \).

There is a simple but significant connection between the concepts mentioned so far.

**Proposition 4.** Suppose \( T \in L(X) \) satisfies condition \((E-k)\). Then \( a(I - T) \leq k \).

**Proof.** Let \( x \in ker(I - T)^{k+1} \). Put \( w := (I - T)^{k-1} x \) and \( y := (I - T)w \). Then \( y \in (I - T)X \cap ker(I - T) \), in particular \( Ty = y \). We obtain \( Tw = w - y \), hence, for every \( n \geq 1 \), \( T^n w = w - ny \). Thus \( y = (I - T^n)w/n = (I - T^n) \cdot (I - T)^{k-1} x/n = (I - T)^{k-1} x - T^n(I - T)^{k-1} x/n \). If \( n \to \infty \), then obviously \( (I - T)^k x/n \to 0 \), and since, by Lemma 3, \( T^n(I - T)^{k-1} x/n \to 0 \), we conclude that \( y = 0 \), and hence \( x \in ker(I - T)^k \). □

**Definition 5.** An operator \( S \in L(X) \) is said to be a quasi-Fredholm operator if it satisfies the following conditions: There are closed \( S \)-invariant subspaces \( M \) and \( N \) such that \( X = M \oplus N \) and such that \( S|N \) is nilpotent, while \( (S|M)(M) \) is closed and contains all kernels \( ker(S|M)^n \), \( n \in \mathbb{N} \).

An important result of Kato [4], Theorem 4, shows that this class of operators contains all semi-Fredholm operators. In the Hilbert space case, the quasi-Fredholm operators were introduced by Labrousse [5] and studied there and also in [8]; closed, densely defined quasi-Fredholm operators on Banach spaces have been considered in [10].

**Theorem 6.** If \( T \in L(X) \) satisfies condition \((E-k)\), then the following statements are equivalent.

(a) \( I - T \) has chain length at most \( k \).
(b) $1$ is a pole of the resolvent of order at most $k$.
(c) $I - T$ is a quasi-Fredholm operator.
(d) $(I - T)^kX$ is closed and $\ker(I - T)^k$ has a closed $T$-invariant complement.
(e) $(I - T)^kX + \ker(I - T)^k = (I - T)^kX \oplus \ker(I - T)^k$ is closed.
(f) $(I - T)^mX$ is closed for all $m \geq k$.
(g) $(I - T)^kX$ is closed.
(h) $(I - T)^mX$ is closed for some $m \geq k$.
(i) $I - T$ has finite descent.

Proof. The equivalence (a) $\iff$ (b) is classical; cf. [3], Proposition 50.2.

If (a) and (b) hold, then $X = (I - T)^kX \oplus \ker(I - T)^k$. The subspaces $N := \ker(I - T)^k$ and $M := (I - T)^kX$ are closed and $T$-invariant. Moreover, trivially $(I - T)|N$ is nilpotent. Since finite chain length implies that $(I - T)|M$ is bijective, (c) follows.

Next suppose $I - T$ is a quasi-Fredholm operator. There are closed $T$-invariant subspaces $M, N$ such that $X = M \oplus N$, $(I - T)|N$ is nilpotent, and $(I - T)|M$ has closed range containing $\ker(((I - T)|M)^n)$ for all $n \in \mathbb{N}$. By Proposition 4 $a(I - T) \leq k$, hence $N \subseteq \ker(I - T)^k$ and $(I - T)^kX = (I - T)^kM$. Moreover, $a(I - T)^k \leq 1$ and this readily entails that $(I - T)^kX \cap \ker(I - T)^k = \{0\}$, i.e. $(I - T)^kM \cap \ker(I - T)^k = \{0\}$. By [10], Lemma I.2.1, $\ker(((I - T)^n|M) \subseteq (I - T)^kM$ for any $n \in \mathbb{N}$, and from this we conclude that $\ker((I - T)^k|M) = \{0\}$. It follows that $\ker(I - T)^k \subseteq N$. Hence $N = \ker(I - T)^k$ and $X = M \oplus \ker(I - T)^k$. Since $(I - T)^kX = (I - T)^kM$ is closed, this shows that (d) holds.

Suppose (d) holds. Thus there is a closed $T$-invariant subspace $Z \subseteq X$ for which $X = Z \oplus \ker(I - T)^k$. Let $W := (I - T)^k|Z$. Evidently $(I - T)^kX = (I - T)^kZ = WZ \subseteq Z$, and $WZ$ is closed. Moreover, $W$ is injective, so there is a constant $c \in \mathbb{R}_+$ for which $\|Wz\| \geq c\|z\|$ for all $z \in Z$. In particular $\|(I - T)^kM_p(T)z\| \geq c\|M_p(T)z\|$ for all $z \in Z$ and $p \in \mathbb{N}$. The condition $(E-k)$ says that $\|(I - T)^kM_p(T)\| \to 0$ as $p \to \infty$, and hence $\|M_p(T|Z)\| \to 0$ as $p \to \infty$. It follows that $I - M_p(T|Z)$ is invertible for all sufficiently large $p \in \mathbb{N}$, hence that $1 \notin \sigma(M_p(T|Z))$. From the form of $M_p(z)$ we see that $1 \notin \sigma(T|Z)$, i.e. that $(I - T)|Z$ is invertible, hence $W = (I - T)^k|Z$ is invertible. It follows that $WZ = Z = (I - T)^kX$ and since this shows that $(I - T)^kX + \ker(I - T)^k = (I - T)^kX \oplus \ker(I - T)^k = Z \oplus \ker(I - T)^k = X$, it follows that (e) holds.

If (e) holds, then by [6], Lemma 1, $(I - T)^kX$ is closed, so (g) holds.

Clearly (g) implies (h).

Suppose (h) holds. We want to show (i). Let $Y := (I - T)^mX$, where $m \geq k$ is chosen so that $Y$ is closed. Since $(I - T)^m : X \to Y$ is open, there is a constant $c \in \mathbb{R}_+$ so that for any $y \in Y$ we may pick $x \in X$ so that $(I - T)^m x = y$ and $\|x\| \leq c\|y\|$. For any $y \in Y$ and any $n \in \mathbb{N}$ we then obtain $M_n(T)y = M_n(T)(I - T)^m x$, hence $\|M_n(T)y\| \leq \|M_n(T)(I - T)^m\| \|x\| \leq c\|M_n(T)(I - T)^m\| \|y\|$ from which it follows that $M_n(T)y \to 0$ as $n \to \infty$. Arguing exactly as in the implication (d) $\Rightarrow$ (e) above we conclude that $(I - T)|Y$ is invertible, i.e. that $(I - T)Y = Y$. This means that $(I - T)^mX = (I - T)^{m+1}X$, i.e. that $I - T$ has finite descent.
Next assume (i). Since, by Proposition 4, \( a(I - T) \leq k \), [3], 38.3, implies that (a) holds.

Finally, it is clear that (a) implies (f) and that (f) implies (g). \( \square \)

**Remark.** The above Theorem 6 is a partial generalization of [8], Proposition 3.7. In [8], Propositions 3.6, some equivalent conditions on a closed quasi-Fredholm operator defined on a Hilbert space are listed. These equivalences do not survive as stated, even for contractions which of course satisfy (E-1). For instance, the condition that 1 be a boundary point of \( \sigma(T) \) is strictly weaker than Theorem 6 conditions (a) and (b), as the example of the multiplication operator \( M_t : f(t) \to tf(t) : C[0, 1] \to C[0, 1] \) shows. Also, the condition that 1 be an isolated point of the spectrum \( \sigma(T) \) is not sufficient for \( T \), under the assumption of (E-1), to have a pole at 1. In fact, if \( V \) is the classical quasi-nilpotent Volterra operator on \( L^2[0, 1] \), then \( (I + V)^{-1} \) is a contraction, and 1 is an essential singularity of the resolvent.

The next observation is an analogue of [9], Corollaire 2.

**Corollary 7.** If \( T \in L(X) \) has a spectrum \( \sigma(T) = \{1\} \), then the following are equivalent.

(a) \( I - T \) is nilpotent of order at most \( k \).

(b) \( T \) satisfies (E-k) and \( (I - T)^m X \) is closed for some \( m \geq k \).

**Proof.** If (b) holds, then by Theorem 6 \( X = (I - T)^k X \oplus \ker(I - T)^k \). Since \( \sigma(T) = \{1\} \), it follows that \( (I - T)^k X = \{0\} \). \( \square \)

Recall that an operator \( S \) is Riesz-Schauder if it is a Fredholm operator of finite chain length.

**Corollary 8.** If \( T \in L(X) \) has property (E-k), then the following conditions are equivalent.

(a) \( I - T \) is a semi-Fredholm operator.

(b) \( I - T \) is a Riesz-Schauder operator.

**Proof.** The implication (b) \( \Rightarrow \) (a) is trivial, so we suppose that (a) holds. By the Kato decomposition [4], Theorem 4, \( I - T \) is quasi-Fredholm. By Theorem 6 it follows that \( I - T \) has finite chain length. But then, by [3], 38.6, \( I - T \) is a Fredholm, and hence a Riesz-Schauder, operator. \( \square \)

## 2. A UNIFORM ERGODIC THEOREM AND SOME CONSEQUENCES

The uniform ergodic theorem is about the asymptotic behavior of the sequence \( M_n(T) \), as \( n \to \infty \). It says that for an operator \( T \in L(X) \) for which \( \|T^n/n\| \to 0 \) as \( n \to \infty \) the sequence \( M_n(T) \) is convergent (in operator norm) if and only if \( X = (I-T)X \oplus \ker(I-T) \) [2], [7]. If \( M_n(T) \) is convergent in operator norm, we say that \( T \) is uniformly ergodic. It is straightforward to see that if \( T \) is uniformly ergodic, then \( T \) satisfies condition (E-1). In the language that we have introduced here the uniform ergodic theorem may be rephrased as follows: an operator \( T \in L(X) \) which satisfies condition (E-1) is uniformly ergodic if and only if \( I - T \) has chain length at most 1. By means of Theorem 6 we shall now state and prove a generalization of this characterization.
Theorem 9. Suppose $k \in \mathbb{N}$. If $T \in L(X)$ satisfies condition $(E-k)$, then the following conditions are equivalent.

(a) $T$ is uniformly ergodic.
(b) $X = (I-T)X \oplus \ker(I-T)$.
(c) $I-T$ has descent and $\ker(I-T)$ has a $T$-invariant complement.
(d) $I-T$ has descent at most 1.

Proof. Suppose (a) holds. As remarked above, then $T$ satisfies $(E-1)$, so by [7], (b) holds.
Conversely, if (b) holds, then $(I-T)^k(I-T)X = (I-T)^{k+1}X = (I-T)X$, so $(I-T)^k$ is a bijection of $(I-T)X$ onto itself. The condition $(E-k)$ then clearly implies that $M_n(T)(I-T)X \to 0$ and since $M_n(T)|\ker(I-T) = I|\ker(I-T)$, it follows that $T$ is uniformly ergodic.

(b) $\Rightarrow$ (c) is clear and the implication (c) $\Rightarrow$ (d) is part of Proposition 1.
Finally, if (d) holds, then, by Theorem 6, $I-T$ has finite chain length, and, by [3], 38.3, (d) then shows that this chain length is 0 or 1. Thus (b) holds. □

The above evidently applies to the meromorphic operators, where an operator $T \in L(X)$ is called meromorphic if all nonzero points of its spectrum $\sigma(T)$ are poles of the resolvent function $(T-\lambda)^{-1}: \mathbb{C} \setminus \sigma(T) \to L(X)$. This class contains all Riesz operators, in particular all compact operators. It also contains all algebraic operators, in particular all projections. If we specialize to meromorphic multipliers on commutative semisimple Banach algebras, then we may characterize uniform ergodicity in quite appealing terms. To specify, assume that $A$ is a commutative semisimple Banach algebra. Recall that a continuous linear operator $T \in L(A)$ is called a multiplier if $aT(b) = T(a)b$ for all $a, b \in A$. In [1], based on [6], Theorem 10, it is shown that a point $\lambda \in \sigma(T)$ is isolated if and only if $\lambda$ is a simple pole of the resolvent $(T-\mu)^{-1}$ and from this it follows that a multiplier $T$ is meromorphic if and only if $\sigma(T)$ is finite or countable and with at most 0 as a cluster point. We have the following result.

Proposition 10. Suppose $A$ is a commutative semisimple Banach algebra and that $T \in L(A)$ is a meromorphic multiplier. Then $T$ is uniformly ergodic if and only if $\sigma(T)$ is a subset of $D$, the closed unit disc.

Proof. As the containment $\sigma(T) \subseteq D$ is clearly necessary for uniform ergodicity, we only have to prove the sufficiency of the above condition. By Riesz and Gelfand theory we may split $T = S + W$, where $S$ and $W$ are meromorphic multipliers, with disjoint supports in the maximal ideal space of the multiplier algebra, and with $\sigma(S) \subseteq T \cup \{0\}$, where $T$ is the unit circle, and $\sigma(W) \subseteq D \setminus T$, the open unit disc. It follows that $W^n \to 0$, from which uniform ergodicity of $W$ is immediate. For $S$, the finiteness of $\sigma(S)$ entails that $S$ is a finite linear combination of idempotent multipliers, the coefficients being the points of $\sigma(S)$. The uniform ergodicity of $S$ is then a simple calculation, and since $SW = 0$, the ergodicity of $T$ follows. □
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