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Abstract. We construct domains $U$ in the plane such that if $G(re^{i\theta})$ is the Green’s function of $U$ with pole at zero, while $\tilde{G}(re^{i\theta})$ is the symmetric non-increasing rearrangement of $G(re^{i\theta})$ for each fixed $r$ and $G^*$ is the Green’s function of the circular symmetrization $U^*$, again with pole at zero, then there are positive numbers $r$ and $\varepsilon$ such that

$$G^*(re^{i\theta}) < \tilde{G}(re^{i\theta}),$$

whenever $0 < |\pi - \theta| < \varepsilon$. One of our constructions will have $U$ simply connected. We also consider the case where the poles of the Green’s functions do not lie at the origin. Our work provides a negative answer to a question of Hayman (1967).

1. Introduction

Given a domain $U$ in the plane, for fixed $r$, if $\{|z| = r\} \subset U$, then let $\theta(r; U) = \infty$; otherwise, let $\theta(r; U) = \{\theta \in [0, 2\pi) : re^{i\theta} \in U\}$. Now set $U^* = \{re^{i\theta} : |\theta| < \theta(r; U)/2\}$. We then have $\theta(r; U^*) = \theta(r; U)$, and call $U^*$ the circular symmetrization of $U$. A domain $U$ is said to be circularly symmetric if $U = U^*$. See the figures in the text, below, for some examples.

Let $g(\cdot, w; U)$ be the Green’s function of $U$ with pole at some fixed point $w \in U$. This will be a non-negative function in $U$, harmonic away from $w$, with a logarithmic pole at $w$ (so that $g(z; U) - \log \frac{1}{|z-w|}$ is harmonic near $z = w$), which vanishes outside $U$. Let

$$U_{w,\lambda} = \{z \in U : g(z, w; U) > \lambda\}.$$ 

Then, $U_{w,\lambda}$ is circularly symmetric for every $\lambda \geq 0$ if and only if $U$ is circularly symmetric and $w \geq 0$ (one implication follows from the fact that $U_0 = U$; the other is due to Baernstein [1, Corollary on p. 154]). Hayman [3, Question 5.17] had asked whether we necessarily have $(U_{w,\lambda})^* \subseteq (U^*)_{|w|,\lambda}$. As Baernstein [1] notes, this is the same as asking whether we always have

$$g(re^{i\theta}, |w|; U^*) \geq \tilde{g}(re^{i\theta}, w; U),$$

(1)
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Figure 1. The circularly symmetric domain $U_a$. The pole will be at $a$ or at $-a$. 

where $\tilde{g}(re^{i\theta}, w; U)$ is the circularly symmetric non-increasing rearrangement of $e^{i\theta} \mapsto g(re^{i\theta}, w; U)$. This circularly symmetric non-increasing rearrangement is, for fixed $r$, a function $\theta \mapsto \tilde{g}(re^{i\theta}, w; U)$ on $[-\pi, \pi]$ which is symmetric about $\theta = 0$, non-increasing and right-hand continuous with respect to $|\theta|$, and equimeasurable with the function $\theta \mapsto g(re^{i\theta}, w; U)$. The equivalence then follows from the fact that $\{z \in U : \tilde{g}(re^{i\theta}, w; U) > \lambda\} = (U_{w,\lambda})^*$. Baernstein [1] had proved the weaker inequality that

$$\int_0^{\theta_1} g(re^{i\theta}, |w|; U^*) \, d\theta \geq \int_0^{\theta_1} \tilde{g}(re^{i\theta}, w; U) \, d\theta,$$

for $0 \leq \theta_1 \leq \pi$. However, we will show that in general the stronger inequality (1) is not valid, and the answer to Hayman’s question is negative, even when restricted to $U$ being simply connected and $w = 0$. In one of our examples, (1) will be false even though $U$ is circularly symmetric (but of course $w$ cannot lie on the non-negative real axis then).

2. Counterexamples

We give three counterexamples. The first is the easiest, and this is the one with $U$ circularly symmetric. Fix any $0 < a < \frac{1}{2}$. Let $U_a$ be a disc of unit radius centered on the point $a$. Clearly, $U_a$ is circularly symmetric and $U_a^* = U_a$. (See Figure 1.)

**Theorem 1.** There exists $r_1 \in (a, 1 - a)$ such that for any $r \in (a, r_1]$ we have

$$\min_{\theta} g(re^{i\theta}, a; U_a) = g(-r, a; U_a) < \min_{\theta} g(re^{i\theta}, -a; U_a).$$

The completely elementary proof will be given later. This gives a counterexample to (1) since $U_a = U_a^*$ and since $\min_{\theta} g(re^{i\theta}, -a; U_a) = \tilde{g}(-r, -a; U_a)$ by definition of $\tilde{g}$.

We now restrict the pole to lie at zero. This will make things a little more difficult.
Theorem 2. There exist a domain $U$ in the plane and positive numbers $r$ and $\varepsilon$ such that
$$g(re^{i\theta}, 0; U^*) < \tilde{g}(re^{i\theta}, 0; U),$$
whenever $0 < |\pi - \theta| < \varepsilon$. Moreover, $U$ may be taken to be simply connected.

This is of course also a counterexample to (1). We shall present two such counterexamples, one simply connected and one not, because the two examples have rather interesting and different proofs.

The multiply connected example is constructed as follows. Fix $0 < a < b \leq c < d \leq 1$. Let $U_{abcd} = D \setminus ([-d, -c] \cup [a, b])$, where $D$ is the unit disc. Clearly $U_{abcd}^* = D \setminus ([-d, -c] \cup [-b, -a])$. (See Figure 2.)

Lemma 1. There exist $r \in (a, b) \cup (c, d)$ and $\varepsilon > 0$ such that
$$g(re^{i\theta}, 0; U_{abcd}^*) < \tilde{g}(re^{i\theta}, 0; U_{abcd}),$$
whenever $0 < |\pi - \theta| < \varepsilon$.

The simply connected example is constructed as follows. Fix $0 < a < b < 1$. Let $V_b = \{z : |z| < 1, \text{Re } z > -b\}$ be a disc with a piece sliced off, and let $U_{ab}$ be $V_b$ slit along the positive real axis starting at $a$, namely
$$U_{ab} = V_b \setminus [a, 1).$$
Then clearly $U_{ab}$ is simply connected and $U_{ab}^* = V_b \setminus (-b, -a]$.
(See Figure 3, ignoring the cone $C_{-b, \delta} \subset U_{ab}^*$ for now.)

Lemma 2. There exists $a' \in (a, b)$ with the property that for every $r \in [a', b)$ there is an $\varepsilon > 0$ such that
$$g(re^{i\theta}, 0; U_{ab}^*) < \tilde{g}(re^{i\theta}, 0; U_{ab}),$$
whenever $0 < |\pi - \theta| < \varepsilon$. 

Figure 2. The unsymmetrized domain $U_{abcd}$ and the symmetrized domain $U_{abcd}^*$. The poles will be at the origin.
3. Proofs

Proof of Theorem 1. Let \( g(\cdot, w) \) be Green’s function for the unit disc with a pole at \( w \), so that

\[
g(z, w) = \log \left| \frac{1 - z}{z - w} \right|. \tag{2}
\]

Since \( 1 - a > \frac{1}{2} > a \), we need only work with \( 0 \leq r < 1 - a \). Write \( U = U_a = U^*_a \). Then, \( g(re^{i\theta}, -a; U) = g(re^{i\theta} - a, -2a) \) and \( g(re^{i\theta}, a; U) = g(re^{i\theta} - a, 0) \). We can see directly that

\[
\min_{\theta} g(re^{i\theta}, a; U) = g(-r - a, 0) = \log \frac{1}{|r + a|}. \tag{3}
\]

Note that in fact in general if \( V \) is a circularly symmetric domain and \( v \) is on the positive real axis, then \( g(re^{i\theta}, v; V) \) is symmetrically decreasing with respect to \( \theta \in [-\pi, \pi] \) by a result of Baernstein [1, Corollary on p. 154].

On the other hand,

\[
g(re^{i\theta}, -a; U) = g(re^{i\theta} - a, -2a) = \log \left| \frac{1 + 2a(re^{i\theta} - a)}{re^{i\theta} + a} \right|. \tag{4}
\]

Using the Maple computer algebra package (one could presumably also do this by hand), we find that

\[
\frac{dg(re^{i\theta}, -a; U)}{d\theta} = \frac{(-1 + 6a^2 + 2r^2 - 8a^4 - 8a^2r^2)ar \sin \theta}{\Delta},
\]

where

\[
\Delta = 4a^2r^2 - 8a^2r^2c^2 - a^2 - 2arc + 4a^3rc + 4a^4
- 4ar^3c - 4a^6 + 16a^3r^2c^2 - 8a^4r^2 - 4a^2r^4 - r^2
\]
and \( c = \cos \theta \). Since \( g(re^{i\theta}, -a; U) \) is certainly not constant in \( \theta \), it follows that \( dg(re^{i\theta}, -a; U)/d\theta \) can only vanish at \( \theta = 0 \) and at \( \theta = \pi \), so that

\[
\min_\theta g(re^{i\theta}, -a; U) = \min(g(r, -a; U), g(-r, -a; U)).
\]

But a completely elementary analysis of the explicit formulae (3) and (4) shows that for \( 0 < a < \frac{1}{2} \) and \( r \) sufficiently close to \( a \) we have \( g(-r, -a; U) > g(-r, a; U) \), while the inequality \( a < r < 1 - a \) implies that \( g(r, -a; U) > g(-r, a; U) \). By (5), the proof is complete. By a more precise but still elementary analysis it should in principle be possible to determine the exact range of values of \( r \) for which the result holds.

**Proof of the lemmas.** We first give the common part of the two proofs. Let \( U \) be \( U_{abcd} \) or \( U_{ab} \), depending on which of the two examples we wish to work with. By symmetry in both cases we need only consider \( \pi < \theta < \pi + \varepsilon \). Define \( G(z) = g(z, 0; U) \) and \( G^*(z) = g(z, 0; U^*) \), and for \( x \in (-1, 1) \) let

\[
H(x) = \lim_{y \to 0^+} \frac{G(x + iy) - G(x)}{y} \quad \text{and} \quad H^*(x) = \lim_{y \to 0^+} \frac{G^*(x + iy) - G^*(x)}{y}.
\]

We shall later prove that if \( U = U_{abcd} \), then

\[
H(x) > H^*(-|x|) \quad \text{for some} \ x \in (a, b) \cup (-d, c).
\]

Assume this for now. In this case we let \( r = |x| \). We may assume that \( x \in (a, b) \), since the reader will easily see that the proof in the case of \( x \in (-d, -c) \) would be quite analogous. On the other hand, in the case of \( U = U_{ab} \) we shall show that

\[
H^*(x) \to 0 \quad \text{as} \ x \downarrow -b.
\]

Again, assume this for now. But, it is easy to see that \( \liminf_{r \uparrow b} H(r) > 0 \), so that we may choose \( a' \in (a, b) \) such that for every \( r \in [a', b) \) we have \( H^*(-r) < H(r) \). Fix such an \( r \), then.

Thus, in either case we are working with an \( r \) such that \( H^*(-r) < H(r) \). Assuming this, the proof from now on will actually be the same in both of the cases. For \( t \in [0, \pi] \), let \( f(t) = G(re^{it}) \) and \( g(t) = G^*(re^{i(t+\pi)}) \). Then, from the inequality \( H(r) > H^*(-r) \) together with the standard fact that in both of the cases under consideration we have \( f'(t) \to rH(r) \) and \( g'(t) \to rH^*(-r) \) as \( t \to 0^+ \), it follows that there must then be an \( \varepsilon_1 > 0 \) such that \( f'(t) > g'(t) \) whenever \( 0 < t < \varepsilon_1 \). Since the Green’s function of a domain vanishes on the boundary, in both of our cases we easily see that \( f(0) = g(0) = 0 \), and it follows that \( f(t) > g(t) \) for \( 0 < t < \varepsilon_1 \).

Let \( F \) be the non-decreasing rearrangement of \( f \) on \([0, \pi]\), i.e., a non-decreasing function equimeasurable with \( f \) on \([0, \pi]\). The positivity of \( f' \) near zero and the vanishing of \( f \) at zero, together with the easy fact that in both of our cases \( f \) is bounded away from zero on every interval \([\delta, \pi]\) where \( \delta > 0 \), all imply that we may find an \( \varepsilon_2 > 0 \) such that \( f(t) < f(t') \) whenever \( 0 \leq t < \varepsilon_2 \) and \( t < t' \leq \pi \). Then, it follows that \( f(t) > F(t) \) whenever \( 0 \leq t < \varepsilon_2 \). Hence, \( F(t) = f(t) > g(t) \) for \( 0 < t < \varepsilon \), where \( \varepsilon = \min(\varepsilon_1, \varepsilon_2) \). By the symmetry of \( U \) we have \( F(t) = G(re^{i(t+\pi)}) \), and the desired conclusions of the lemmas follow.
It remains to prove (6) for \( U = U_{abcd} \) and (7) for \( U = U_{ab} \). First let \( U = U_{abcd} \). Let \( g \) be Green’s function for the unit disc as in (2). By Green’s formula, much as in [2, pp. 46–48] or [4, p. 105, eqn. (5.4)], we can see that for \( z \in D \setminus \{0\} \) we have:

\[
G(z) = \log \frac{1}{|z|} - 2 \int_a^b g(z, x) H(x) \, dx - 2 \int_c^d g(z, -x) H(-x) \, dx
\]

and

\[
G^*(z) = \log \frac{1}{|z|} - 2 \int_a^b g(z, -x) H^*(-x) \, dx - 2 \int_c^d g(z, -x) H^*(-x) \, dx.
\]

Now in order to obtain a contradiction, suppose that we had \( H(x) \leq H^*(-|x|) \) for every \( x \in (-d, -c) \cup (a, b) \). By (9), we would have

\[
G^*(z) \leq \log \frac{1}{|z|} - 2 \int_a^b g(z, x) H(x) \, dx - 2 \int_c^d g(z, -x) H(-x) \, dx.
\]

Now, fix \( z \in (-d, -c) \). From the explicit formula for \( g(z, w) \) one can verify that \( g(z, -x) > g(z, x) \) whenever \( x > 0 \) and \( z < 0 \). Since \( H \) is known to be positive on \((a, b)\), it would follow from (10) that

\[
G^*(z) < \log \frac{1}{|z|} - 2 \int_a^b g(z, x) H(x) \, dx - 2 \int_c^d g(z, -x) H(-x) \, dx.
\]

But by (8), the right-hand side is precisely \( G(z) \) so that we would have \( G^*(z) < G(z) \). On the other hand, since both \( G \) and \( G^* \) vanish on \((-d, -c)\), we have \( G(z) = G^*(z) = 0 \). We thus obtain a contradiction, and so (6) holds.

Now let \( U = U_{ab} \). Note that \( G^* \) is harmonic and bounded on the cone \( C_{b, \delta} = \{ -b + re^{i\theta} : 0 < r < \delta, 0 < \theta < \pi/2 \} \), where \( \delta \) is chosen sufficiently small so that the cone fits inside \( U^* \) and \( \delta < b - a \) so that \( G^* \) vanishes on the two edges \([-b, -b+\delta]\) and \([-b, -b+i\delta]\) of the cone. (See Figure 3.)

Thus, (7) will clearly follow as soon as we can prove that whenever \( h \) is a harmonic function on the translated and dilated cone \( C = C_{0, 1} = \{ re^{i\theta} : 0 < r < 1, 0 < \theta < \pi/2 \} \), with \( h \) bounded on \( C \) and vanishing on the two edges \([0, 1]\) and \([0, i]\), then the normal derivative of \( h \) at \( x \in (0, 1) \) tends to zero as \( x \downarrow 0 \). To prove this claim, note that

\[
R(z) = \left( \frac{1 + z^2}{1 - z^2} \right)^2
\]

is a univalent map of \( C \) onto the upper half plane, with \( R(0) = 1 \). Now, define \( h_1 = h \circ R^{-1} \) on the upper half plane. This will be a bounded harmonic function, vanishing on the interval \((0, \infty)\) since this interval is the image under \( R \) of the edges \([0, 1]\) and \([0, i]\) of \( C \). It is easy then to see that the normal derivative of \( h_1 \) will have to be bounded by some finite constant \( K \) on the interval \([1/2, 3/2]\). Then, since \( R \) is analytic in a neighbourhood of \( x \) if \( x \in (0, 1) \), it follows that the normal derivative of \( h = h_1 \circ R \) for \( x \) sufficiently close to \( 0 \) is bounded by \( K|R'(x)| \). But as \( x \downarrow 0 \), we see directly that \( R'(x) \rightarrow 0 \), and so the normal derivative tends to zero as desired. This proves (7).
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