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Abstract. Let $S$ be a linear manifold of Banach space operators which is closed in the strong operator topology. Existence of a disjoint pair of separating vectors does not guarantee reflexivity of $S$, but $S$ must be reflexive if one of these vectors is strictly separating. $S$ must also be reflexive if all non-zero linear combinations of some independent pair of vectors strictly separate $S$.

1. Introduction

Throughout this paper, $X$ and $Y$ denote complex Banach spaces, and we write $B(X,Y)$ for the collection of all bounded linear operators acting between them.

Definition 1.1. Let $S$ be a linear subspace of $B(X,Y)$.

1. The reflexive closure of $S$ is defined by the equation
   \[ \text{ref } S = \{ b \in B(X,Y) : bx \text{ belongs to the norm closure of } Sx \text{ for each } x \in X \} \]

2. $S$ is said to be reflexive if $S = \text{ref } S$.

Thus ref $S$ consists of all operators which belong to $S$ “locally”. When $X = Y$ and $S$ is an identity–containing operator algebra, ref $S$ coincides with alg lat $S$. The more general point of view of Definition 1.1 is due to A. I. Loginov and V. S. Shulman. This additional flexibility has proved quite useful in constructing counterexamples; there are various techniques for embedding pathological operator spaces in pathological operator algebras [1], [2], [3], [7].

Definition 1.2. Let $S$ be a linear subspace of $B(X,Y)$ and suppose $x \in X$.

1. The evaluation map $f_x : S \to Y$ is defined by $f_x(b) = bx$.

2. The vector $x \in X$ separates $S$ if $f_x$ is injective on $S$.

3. The vector $x \in X$ strictly separates $S$ if $f_x$ is bounded below on $S$.

There are several results in the literature concerning the relationship between reflexivity and strictly separating vectors. The present paper shows that the assumption of strict separation is more than a matter of convenience. Before stating our main results, we review the standard counterexample concerning reflexivity and separation.
Example 1.3. Take $X = Y = \mathbb{C}^2$ and set

$$S = \left\{ \begin{bmatrix} \alpha & \beta \\ 0 & \alpha \end{bmatrix} : \alpha, \beta \in \mathbb{C} \right\}.$$ 

On the one hand, $S$ has many separating vectors—the only vectors which fail to separate $S$ are scalar multiples of $(1, 0)$. By finite-dimensionality, all separating vectors are automatically strictly separating.

On the other hand, it is easy to check that $S$ fails to be reflexive—every upper-triangular matrix belongs to ref $S$.

The “disjointness” hypotheses on the separating vectors in the following two theorems should be thought of as minimal ways to avoid the pathology of Example 1.3. These are the main positive results of the paper.

Theorem 1.4. Let $S$ be a subspace of $B(X,Y)$ which is closed in the strong operator topology. Suppose $S$ admits a separating vector $x$ and a strictly separating vector $y$ satisfying $Sx \cap Sy = \{0\}$. Then $S$ is reflexive.

Theorem 1.5. Let $S$ be a subspace of $B(X,Y)$ which is closed in the strong operator topology. If there is a two-dimensional subspace of $X$ whose non-zero members all strictly separate $S$, then $S$ is reflexive.

In Section 2, we establish the analyticity of certain operator-valued maps associated with strictly separating vectors. This is crucial to the proofs of Theorems 1.4 and 1.5, presented in Section 3. Theorems 1.4 and 1.5 are independent generalizations of the main result of [5]; examples to this effect are also given in Section 3.

In Section 4, we show that dropping “strictly” from the hypothesis of Theorem 1.4 destroys its veracity. The relevant counterexample has several additional features, summarized in the following theorem.

Theorem 1.6. There is a strongly closed algebra $A$ of Hilbert space operators with the following properties:

1. $A$ is singly generated.
2. $A$ admits separating vectors $x$ and $y$ such that $Ax \perp Ay$.
3. $A$ is not reflexive.

The paper closes by reviewing an example of A. Lambert [6, page 724] which rules out weakening of the hypothesis of Theorem 1.5.

Theorem 1.7. There is a strongly closed algebra $A$ of Hilbert space operators with the following properties:

1. $A$ is singly generated.
2. Every non-zero vector separates $A$; some of these vectors are strictly separating.
3. $A$ is not reflexive.

The reader is referred to [4] for analogues of Theorems 1.4 and 1.5 in the setting of algebraic reflexivity; it is necessary to assume finite dimensionality of $S$ in the algebraic analogue of 1.5.
2. Maps associated with strictly separating vectors

Throughout this section, \( S \) will denote a norm–closed linear subspace of \( B(X,Y) \) and we write \( U \) for its collection of strictly separating vectors.

**Proposition 2.1.** In order for a separating vector \( x \) to strictly separate \( S \) it is necessary and sufficient that \( Sx \) be a closed subspace of \( Y \).

**Proof.** Apply the Open Mapping Theorem.

**Proposition 2.2.** Suppose \( S \) admits a strictly separating vector. Then \( S \) is closed in the strong operator topology and the relative norm and strong operator topologies agree on \( S \).

**Proof.** Suppose \( \{s_n\} \) is a net in \( S \) converging strongly to an operator \( b \in B(X,Y) \). Writing \( x \) for some strictly separating vector for \( S \), we note that \( \{s_nx\} \) is a Cauchy net in \( Y \), whence the net \( \{s_n\} \) is norm–Cauchy and hence converges to \( b \) in norm.

**Proposition 2.3.** Let \( S \) be a linear subspace of \( B(X,Y) \).

1. The collection \( U \) of strictly separating vectors for \( S \) is an open subset of \( X \).
2. Given a compact subset \( K \) of \( U \), there is an \( \epsilon > 0 \) such that \( \|sx\|\geq \epsilon \|s\| \) for all \( s \in S \) and \( x \in K \).

**Proof.** For (1), let \( s \in S \) and \( x,y \in X \). By the triangle inequality, we have
\[
\|f_y(a)\| \geq \|f_x(a)\| - \|f_{x-y}(a)\| \geq \|f_x(a)\| - \|x - y\| \|a\|.
\]
Thus \( f_x \) bounded below implies \( f_y \) bounded below for \( y \) sufficiently close to \( x \).

If the conclusion of (2) failed, there would be sequences \( \{s_n\} \in S \) and \( \{x_n\} \in K \) with \( \|s_n\| = 1 \) for all \( n \) and \( \lim s_nx_n = 0 \). Dropping down to a subsequence if necessary, we may assume the \( \{x_n\} \) converge to some \( y \in K \), whence \( \lim s_ny = 0 \) by the triangle inequality. That, however would contradict \( y \in U \), so (2) is established.

**Definition 2.4.** Given \( b \in \text{ref } S \) and \( x \in U \), we write \( g_b(x) \) for the unique operator in \( S \) satisfying \( g_b(x)x = bx \).

Thus \( g_b \) is an operator–valued function defined on the collection of strictly separating vectors. The next proposition explains its relevance to the proofs of Theorems 1.4 and 1.5.

**Proposition 2.5.** Let \( S \) be a norm–closed linear subspace of \( B(X,Y) \) admitting a strictly separating vector \( x \). Then the following are equivalent.

1. \( S \) is reflexive.
2. For each \( b \in \text{ref } S \), the function \( g_b \) is constant in a neighborhood of \( x \).

**Proof.** It is clear that (1) implies (2) since \( g_b \) is constant when \( b \in S \).

For the converse, assume (2) and suppose \( b \in \text{ref } S \). Set \( s = g_b(x) \). By hypothesis, we have \( sy = by \) for all \( y \) in some neighborhood of \( x \) whence \( b = s \in S \) by linearity.

**Proposition 2.6.** For each \( b \in \text{ref } S \) the function \( g_b \) is continuous on its domain.
Applying the continuity of \( h \), suppose Definition 2.7. It is a matter of definition and continuity of \( b \) that
\[
\lim s_n x_n = \lim bx_n = bx_0 = s_0 x_0.
\]
But by Proposition 2.3.2, we know that the \( \{s_n\} \) are uniformly bounded whence \( \lim s_n x_0 = s_0 x_0 \) as well. Because \( x_0 \) strictly separates \( S \), we get \( \lim s_n = s_0 \) as desired.

**Definition 2.7.** Suppose \( b \in \text{ref} S \), \( x \) strictly separates \( S \), and \( y \) is any vector in \( X \). Write \( V \) for the set of complex numbers \( \lambda \) such that \( x + \lambda y \in U \) and define the operator–valued function \( h_{x,y} : V \to S \) by setting \( h_{x,y}(\lambda) = g_b(x + \lambda y) \).

In other words, \( h_{x,y}(\lambda) \) is the unique member of \( S \) satisfying
\[
(2-1) \quad h_{x,y}(\lambda)(x + \lambda y) = b(x + \lambda y).
\]
For simplicity, the notation suppresses dependence of \( h \) on \( b \); when there is no danger of confusion reference to \( x, y \) will also be omitted. It follows from Proposition 2.6 that \( h_{x,y} \) is continuous throughout its domain.

**Proposition 2.8.** The function \( h_{x,y} \) is analytic throughout its domain and \( h'_{x,y}(0)x = (b - h_{x,y}(0))y \).

**Proof.** Suppose \( \lambda, \lambda_0 \in V \). Manipulation of Equation (2-1) yields
\[
\frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0}(x + \lambda_0 y) = by - h(\lambda)y.
\]
Applying the continuity of \( h \), we conclude that
\[
(2-2) \quad \lim_{\lambda \to \lambda_0} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0}(x + \lambda_0 y) = by - h(\lambda_0)y
\]
converges in \( Y \). Since \( x + \lambda_0 y \) strictly separates \( S \) and all of the difference quotients involved belong to \( S(x + \lambda_0 y) \), we learn that
\[
\lim_{\lambda \to \lambda_0} \frac{h(\lambda) - h(\lambda_0)}{\lambda - \lambda_0}
\]
converges in norm to a member of \( S \), thereby establishing analyticity. The proof is completed by substituting \( \lambda_0 = 0 \) in Equation (2-2).

3. **Positive results**

In this section, we use Proposition 2.8 to complete the proofs of Theorems 1.4 and 1.5. Relevant corollaries and counterexamples are then discussed.

**Proposition 3.1.** Suppose \( c \in \text{ref} S \) satisfies \( cx = 0 \) for some strictly separating vector \( x \). Then the range of \( c \) is contained in \( Sx \).

**Proof.** Fix \( z \in X \). The hypothesis \( cx = 0 \) means that \( h_{x,z}(0)x = 0 \). It therefore follows from Proposition 2.8 that \( cz = h'_{x,z}(0)x \). On the other hand, \( h'_{x,z}(0)x \) is a limit of difference quotients belonging to \( Sx \), whence \( cz \in Sx \) as desired.

**Theorem 1.4.** Let \( S \) be a subspace of \( B(X,Y) \) which is closed in the strong operator topology. Suppose \( S \) admits a separating vector \( x \) and a strictly separating vector \( y \) satisfying \( Sx \cap Sy = \{0\} \). Then \( S \) is reflexive.
Proof. Replacing $x$ by $\epsilon x + y$ for sufficiently small $\epsilon$ if necessary, we may as well assume that $x, y$ both strictly separate $S$.

Let $b \in \text{ref} S$. Then $c = b - g_b(x)$ still belongs to $\text{ref} S$ and satisfies $cx = 0$, whence $c \in Sx$ by Proposition 3.1. In particular, $cy \in Sx \cap Sy$ so $cy = 0$ as well. Thus a second application of Proposition 3.1 yields $c \in Sx \cap Sy$. This means $c = 0$, so $b = g_b(x) \in S$ as desired.

**Lemma 3.2.** Suppose $x, y$ are independent vectors in $X$ whose non–zero linear combinations all strictly separate $S$. Then if $z \in X$ is sufficiently close to $y$, it is also true that all non–zero linear combinations of $x, z$ strictly separate $S$.

Proof. Applying a compactness argument to the unit sphere of $C^2$ yields $\epsilon > 0$ satisfying

$$\|s(\lambda x + \mu y)\| \geq 2\epsilon \|s\| \max(|\lambda|, |\mu|)$$

whenever $s \in S$, and $\lambda, \mu \in \mathbb{C}$.

Thus if $\|z - y\| < \epsilon$, the triangle inequality yields

$$\|s(\lambda x + \mu z)\| \geq \epsilon \|s\| \max(|\lambda|, |\mu|)$$

whenever $s \in S$, and $\lambda, \mu \in \mathbb{C}$.

**Theorem 1.5.** Let $S$ be a subspace of $B(X, Y)$ which is closed in the strong operator topology. If there is a two–dimensional subspace of $X$ whose non–zero members all strictly separate $S$, then $S$ is reflexive.

Proof. Fix a basis $x, y$ for the two-dimensional subspace mentioned in the theorem and suppose $z$ is sufficiently close to $y$ to satisfy the conclusion of Lemma 3.2. Proposition 2.8 tells us that the function $h_{x, z}$ is entire. Moreover, reference to Equation (2-1) makes it clear that $h_{x, z}(\lambda) = h_{x, z}(\frac{1}{\lambda})$ for $\lambda \neq 0$. In particular, $h_{x, z}$ is bounded at $\infty$ and hence constant by Liouville’s Theorem. A second appeal to Equation (2-1) yields $bz = bx$. Thus $b$ is constant in a neighborhood of $y$, and the proof is completed by applying Proposition 2.5.

**Remark 3.3.** Review of the proof of Theorem 1.4 shows that it remains valid for real Banach spaces (replace “analytic” by “differentiable” in Proposition 2.8). The real analogue of Theorem 1.5, on the other hand, fails in the simple case when $S = \mathbb{C}$ acts on $\mathbb{R}^2$ by complex multiplication.

**Definition 3.4.** Two subspaces $M, N$ of a Banach space are strongly disjoint if the distance between their unit spheres is strictly positive.

**Corollary 3.5.** Let $S$ be a subspace of $B(X, Y)$ which is closed in the strong operator topology. Suppose $S$ admits strictly separating vectors $x, y$ such that $Sx$ and $Sy$ are strongly disjoint subspaces of $Y$. Then $S$ is reflexive.

Corollary 3.5 is the main result of [5]. It is clear that the hypothesis of strong disjointness implies that $Sx \cap Sy = \{0\}$. It also yields a number $\delta > 0$ satisfying

$$\|s(\lambda x + \mu y)\| \geq \delta \|s\| \|sx\| + |\mu| \|sy\|$$

whence every non–zero linear combination of $x, y$ must strictly separate $S$. In other words, Theorems 1.4 and 1.5 each generalize Corollary 3.5. The remaining examples in this section show that 1.4 and 1.5 are independent, strict generalizations of 3.5.

**Example 3.6.** An operator space satisfying the hypothesis of 1.5 but not satisfying the hypothesis of 1.4.
Construction. Take $S \subset B(\mathbb{C}^2, \mathbb{C}^3)$ represented matricially by

$$S = \left\{ \begin{bmatrix} \alpha & 0 \\ \beta & \alpha \\ 0 & \beta \end{bmatrix} : \alpha, \beta \in \mathbb{C} \right\}.$$ 

It is easy to check that all non–zero linear combinations of $x = \begin{bmatrix} 1 \\ 0 \end{bmatrix}$ and $y = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$ strictly separate $S$, even though the non–zero vector $\begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix} \in Sx \cap Sy$.

**Example 3.7.** An operator space satisfying the hypothesis of 1.4 but not satisfying the hypothesis of 1.5.

Construction. The hypothesis of 1.4 does force all non-zero linear combinations of $x,y$ to separate $S$, so we must look for an infinite–dimensional example.

Take $X = \mathbb{C}^2$ and $Y = L^2[0,1] \oplus L^2[0,1]$. Write $T$ for the position operator, that is $(Tf)(t) = tf(t)$, $t \in [0,1]$, $f \in L^2$. For each $f \in L^2$, define an operator $s_f \in B(X,Y)$ by setting $s_f \begin{bmatrix} \lambda \\ \mu \end{bmatrix} = \begin{bmatrix} \lambda f \\ \mu T f \end{bmatrix}$. The desired example is $S = \{ s_f : f \in L^2 \}$.

The absence of eigenvalues for $T$ means that every non–zero vector separates $S$. In fact, $S \begin{bmatrix} 1 \\ \mu \end{bmatrix}$ is precisely the graph of $\mu T$. These spaces are all closed and each pair of them intersects trivially, so the hypothesis of Theorem 1.4 is indeed satisfied.

On the other hand, since the range of $T$ fails to be closed, we see that $S \begin{bmatrix} 0 \\ 1 \end{bmatrix}$ is not closed either, thereby violating the hypothesis of Theorem 1.5.

4. Operator spaces and block matrices

Throughout this section, $H$ will denote a separable, infinite–dimensional Hilbert space.

**Example 4.1.** There is a closed operator $b$ on $H$, a bounded linear functional $\phi \in H^*$ and an injective operator $c \in B(H)$ such that given $\lambda \in \mathbb{C}$ and $\epsilon > 0$, one can find a vector $x \in H$ satisfying:

1. $bx = \lambda x$,
2. $\phi x = 1$, and
3. $\|cx\| < \epsilon$.

Construction. Write $\{f_n\}$ for the standard orthonormal basis of $\ell_2$, and $d$ for the diagonal operator on $\ell_2$ with diagonal entries $\{\frac{1}{n^2}\}$. We also let $a$ act on the Hardy space $H^2(T)$ by differentiation. It is well–known and easy to verify that $a$ is a closed operator. We note in passing that $a$ is unitarily equivalent to the (unbounded) weighted shift operator on $\ell_2$ with weight sequence $\{n-1\}$.

Express $H = H^2(T) \otimes \ell_2$. We take $b = a \otimes I$. (Countable) direct sums of closed operators are themselves closed, and since $b$ can be thought of as a direct sum of scalar multiples of $a$, we see that it too is closed. Take $c = I \otimes d$. Finally, we set $y = \sum \frac{1}{n} 1 \otimes f_n$ and write $\phi \in H^*$ for the linear functional $h \rightarrow \langle h, y \rangle$. 
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Now let $\lambda \in \mathbb{C}$ and $\epsilon > 0$ be given. Write $g$ for the exponential function $g(z) = e^{\lambda z}$. We take $x_n = ng \otimes f_n$. Brief computations verify that each $x_n$ satisfies (1) and (2). For (3) it suffices to choose $n$ sufficiently large since $\|cx\| = \|g\|_n$.

**Example 4.2.** There is a linear subspace $S$ of $B(\mathbb{C}^3, H \oplus \mathbb{C} \oplus H)$ having the following properties:

1. $S$ is closed in the strong operator topology.
2. $S$ admits separating vectors $x$ and $y$ such that $Sx \perp Sy$.
3. $S$ is not reflexive.

**Construction.** Take $H, b, c$, and $\phi$ as in the preceding example. For each $f \in \text{Domain } b$, define $s_f \in B(\mathbb{C}^3, H \oplus \mathbb{C} \oplus H)$ by

$$
\begin{bmatrix}
\lambda \\
\mu \\
\nu
\end{bmatrix} =
\begin{bmatrix}
\lambda \\
0 \\
0
\end{bmatrix} +
\begin{bmatrix}
bf \\
0 \\
0
\end{bmatrix} 
\begin{bmatrix}
\lambda \\
\mu \\
\nu
\end{bmatrix} =
\begin{bmatrix}
\lambda f + \mu bf \\
\mu \phi f \\
\nu cf
\end{bmatrix}, \quad \lambda, \mu, \nu \in \mathbb{C}.
$$

We take $S = \{s_f \in B(\mathbb{C}^3, H \oplus \mathbb{C} \oplus H) : f \in \text{Domain } b\}$. The linearity of the map $f \mapsto s_f$ makes it clear that $S$ is a linear space. Norm closure of $S$ follows from the fact that $b$ is a closed operator; thus we get (1) by finite–dimensionality of the domain $\mathbb{C}^3$. The vectors $x = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}$ and $y = \begin{bmatrix} 0 \\ 0 \\ 1 \end{bmatrix}$ satisfy the demands of (2).

We complete the proof by showing that $r \equiv \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} \in \text{ref } S$. Given a vector $x = \begin{bmatrix} \lambda \\ \mu \\ \nu \end{bmatrix} \in \mathbb{C}^3$, we must be able to make $\|(s_f - r)x\|$ arbitrarily small for appropriate $f$. If $\mu = 0$, we simply take $f = 0$, so we may as well assume $\mu = 1$. Thus we must simultaneously control $\|(b + \lambda I)f\|$, $|\phi f - 1|$, and $|\nu cf|$, but that is precisely what Example 4.1 guarantees.

**Proof of Theorem 1.6.** Use Equation 3.2 on page 577 of [3] to embed Example 4.2 in a singly generated operator algebra.

**Proof of Theorem 1.7.** Write $a$ for the forward shift operator on $\ell_2$ with weight sequence $\{2^{-n}\}$ and take $A$ to be the strongly closed operator algebra generated by $a$. On page 724 of [6], A. Lambert observes that $A$ is strictly cyclic, but fails to be reflexive. Since $A$ is abelian, it follows that each non–zero vector in $\ell_2$ must separate $A$.

We mention in closing that Theorem 1.7 can also be established by applying the embedding of [3] to the following example.

**Example 4.3.** There is a linear subspace $S$ of $B(\mathbb{C}^2, H)$ having the following properties:

1. $S$ is closed in the strong operator topology.
2. Every non–zero vector separates $S$; some of these vectors are strictly separating.
3. $S$ is not reflexive.
Construction. Fix an injective quasi-nilpotent operator \( a \in B(H) \). For each \( f \in H \), define \( s_f : \mathbb{C}^2 \rightarrow H \) by
\[
s_f \begin{bmatrix} \lambda \\ \mu \end{bmatrix} = \begin{bmatrix} f & af \end{bmatrix} \begin{bmatrix} \lambda \\ \mu \end{bmatrix} = \lambda f + \mu af, \quad \lambda, \mu \in \mathbb{C}.
\]
Take \( S \equiv \{ s_f : f \in H \} \).

(1) and (2) are clear. For (3), fix a non-zero vector \( g \in H \) and take \( r \equiv [g \ 0] \).

To complete the proof, it suffices to show that \( r \in \text{ref } S \). Given \( x = \begin{bmatrix} \lambda \\ \mu \end{bmatrix} \in \mathbb{C}^2 \), we must be able to make \( \|(s_f - r)x\| \) arbitrarily small for appropriate \( f \). If \( \mu = 0 \), we simply take \( f = g \), so we may as well assume \( \mu = 1 \). Thus we must control \( \|(a + \lambda I)f - \lambda g\| \). In fact, we can always make this norm vanish: take \( f = 0 \) if \( \lambda = 0 \), and \( f = \lambda(a + \lambda I)^{-1}g \) otherwise.
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