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Abstract. We introduce a new technique to analyze the generalized characteristic equations to obtain some infinite integral conditions for oscillation of the nonautonomous delay differential equations.

1. Introduction

Consider the first order delay differential equation

\[ x'(t) + p(t)x(t - \tau) = 0 \]  

where \( p(t) \geq 0 \) is a continuous function and \( \tau \) is a positive constant, or the more general one

\[ x'(t) + \sum_{i=1}^{n} p_i(t)x(t - \tau_i) = 0 \]

where \( p_i(t) \geq 0 \) are continuous and \( \tau_i \) are positive constants.

By a solution of equation (1) (or (2)) we mean a function \( x \in C([\tilde{t} - \rho, \infty), \mathbb{R}) \) for some \( \tilde{t}, \rho \) where \( \rho = \tau \) (or \( \rho = \max_{1 \leq i \leq n} \{\tau_i\} \)) satisfies equation (1) (or (2)) for all \( t \geq \tilde{t} \). As is customary, a solution of equation (1) (or (2)) is said to oscillate if it has arbitrarily large zeros.


\[ \lim_{t \to \infty} \inf \int_{t-\tau}^{t} p(s) \, ds > \frac{1}{e}. \]  

Ladas and Stavroulakis [4] and Arino and Győri [5] established sufficient conditions for oscillation of Eq. (2) which are in some sense extensions of (3) in the case of several delays. These authors based their techniques on the study of functions of the form \( x(t)/x(t - \tau_i) \) or the generalized characteristic equations to obtain finite integral conditions for oscillation of equation (1) or (2). Integral conditions like (3) have been employed by many authors in the study of the oscillatory properties of various functional differential equations. For example, see papers by Grammatikopoulos, Grove and Ladas [7], by Ladas and Qian [11], and by Zhang and Gopalsamy [10].
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In a recent paper [16], this author showed that if
\[ \int_{t-	au}^{t} p(s) \, ds \geq \frac{1}{e} \quad \text{for some } t_0 > 0 \tag{4} \]
and
\[ \int_{t_0}^{\infty} p(t) \left( \int_{t-	au}^{t} p(s) \, ds - \frac{1}{e} \right) \, dt = \infty, \tag{5} \]
then every solution of Eq. (1) oscillates. This result improves condition (3).

In this paper, we make use of the generalized characteristic equations and a new technique to examine equations (1) and (2). In section 3, we present an infinite integral condition for oscillation of Eq. (1) which indicates that condition (3) or (4) or even the condition
\[ \liminf_{t \to \infty} \int_{t-	au}^{t} p(s) \, ds > 0 \tag{6} \]
is no longer necessary. In section 4, we establish sufficient conditions for oscillation of Eq. (2).

2. Lemmas

We need the following lemmas for the proofs of our main results.

**Lemma 1.** If
\[ \limsup_{t \to \infty} \int_{t}^{t+\tau_i} p_i(s) \, ds > 0, \]
for some \( i \), and \( x(t) \) is an eventually positive solution of Eq. (2), then for the same \( i \),
\[ \liminf_{t \to \infty} \frac{x(t - \tau_i)}{x(t)} < \infty. \tag{6} \]

**Proof.** In view of the assumption there exist a constant \( d > 0 \) and a sequence \( \{t_k\} \) such that \( t_k \to \infty \) as \( k \to \infty \) and
\[ \int_{t_k}^{t_k + \tau_i} p_i(s) \, ds \geq d, \quad k = 1, 2, \ldots. \tag{7} \]
Then there exists \( \xi_k \in (t_k, t_k + \tau_i) \) for every \( k \) such that
\[ \int_{t_k}^{\xi_k} p_i(s) \, ds \geq \frac{d}{2} \quad \text{and} \quad \int_{\xi_k}^{t_k + \tau_i} p_i(s) \, ds \geq \frac{d}{2}. \tag{7} \]
On the other hand, Eq. (2) implies
\[ x'(t) + p_i(t)x(t - \tau_i) \leq 0 \tag{8} \]
eventually. By integrating (8) over the intervals \([t_k, \xi_k]\) and \([\xi_k, t_k + \tau_i]\), we find
\[ x(\xi_k) - x(t_k) + \int_{t_k}^{\xi_k} p_i(s)x(s - \tau_i) \, ds \leq 0 \tag{9} \]
and
\begin{equation}
\frac{x(t_k + \tau_i) - x(\xi_k)}{\xi_k} + \int_{\xi_k}^{t_k + \tau_i} p_i(s)x(s - \tau_i) \, ds \leq 0.
\end{equation}

By omitting the first terms in (9) and (10) and by using the decreasing nature of \(x(t)\) and (7), we find
\begin{equation}
-x(t_k) + \frac{d}{2}(\xi_k - \tau_i) \leq 0 \quad \text{and} \quad -x(\xi_k) + \frac{d}{2}x(t_k) \leq 0
\end{equation}
or
\begin{equation}
\frac{x(\xi_k - \tau_i)}{x(\xi_k)} \leq \left(\frac{2}{d}\right)^2.
\end{equation}

This completes the proof.

**Lemma 2.** If Eq. (2) has an eventually positive solution, then
\begin{equation}
\int_t^{t + \tau_i} p_i(s) \, ds \leq 1, \quad i = 1, 2, \ldots, n,
\end{equation}
eventually.

**Proof.** See the proof of Theorem 2.1.3 in [9].

### 3. Equations with a single delay

Our objective in this section is to establish the following result.

**Theorem 1.** Suppose that \(\int_t^{t + \tau} p(s) \, ds > 0\) for \(t \geq t_0\) for some \(t_0 > 0\) and
\begin{equation}
\int_{t_0}^{\infty} p(t) \ln e^{\int_t^{t + \tau} p(s) \, ds} \, dt = \infty.
\end{equation}
Then every solution of Eq. (1) oscillates.

**Proof.** Assume the contrary. Then we may have an eventually positive solution \(x(t)\) of Eq. (1). Obviously \(x(t)\) is eventually monotonically decreasing. Let \(\lambda(t) = -x'(t)/x(t)\). Clearly for large \(t\), function \(\lambda(t)\) is nonnegative and continuous, and\(x(t) = x(t_1) \exp(-\int_{t_1}^{t} \lambda(s) \, ds)\), where \(x(t_1) > 0\) for some \(t_1 \geq t_0\). Furthermore, \(\lambda(t)\) satisfies the generalized characteristic equation
\begin{equation}
\lambda(t) = p(t) \exp \left(\int_{t-\tau}^{t} \lambda(s) \, ds\right).
\end{equation}

One can easily show that
\begin{equation}
e^r x \geq x + \frac{\ln(1 + r)}{r} \quad \text{for} \quad r > 0
\end{equation}
and thus
\begin{equation}
\lambda(t) = p(t) \exp \left(\frac{1}{A(t)} \int_{t-\tau}^{t} \lambda(s) \, ds\right)
\end{equation}
\begin{equation}
\geq p(t) \left[\frac{1}{A(t)} \int_{t-\tau}^{t} \lambda(s) \, ds + \ln(eA(t))\right] \frac{A(t)}{A(t)}
\end{equation}
where $A(t) = \int_t^{t+\tau} p(s) \, ds$. It follows that
\begin{equation}
\lambda(t) \int_t^{t+\tau} p(s) - p(t) \int_t^{t-\tau} \lambda(s) \, ds \geq \int_t^{t+\tau} p(s) \, ds.
\end{equation}
Then, for $N > T$,
\begin{equation}
\int_T^N \lambda(t) \int_t^{t+\tau} p(s) \, ds \, dt - \int_T^N p(t) \int_t^{t-\tau} \lambda(s) \, ds \, dt
\geq \int_T^N p(t) \ln \left( e \int_t^{t+\tau} p(s) \, ds \right) \, dt.
\end{equation}
By interchanging the order of integration, we find
\begin{equation}
\int_T^N p(t) \int_t^{t-\tau} \lambda(s) \, ds \, dt \geq \int_T^{N-T} \left( \int_s^{s+\tau} p(t) \lambda(s) \, dt \right) \, ds
= \int_T^{N-T} \lambda(s) \int_s^{s+\tau} p(t) \, dt \, ds
= \int_T^{N-T} \lambda(t) \int_t^{t+\tau} p(s) \, ds \, dt.
\end{equation}
From this and (16), it follows that
\begin{equation}
\int_{N-\tau}^N \lambda(t) \int_t^{t+\tau} p(s) \, ds \, dt \geq \int_T^N p(t) \ln \left( e \int_t^{t+\tau} p(s) \, ds \right) \, dt.
\end{equation}
By Lemma 2, we have
\begin{equation}
\int_t^{t+\tau} p(s) \, ds \leq 1
\end{equation}
eventually. Then by using (18) and (19), we have
\begin{equation}
\int_{N-\tau}^N \lambda(t) \, dt \geq \int_T^N p(t) \ln \left( e \int_t^{t+\tau} p(s) \, ds \right) \, dt
or
\begin{equation}
\ln \frac{x(N-\tau)}{x(N)} \geq \int_T^N p(t) \ln \left( e \int_t^{t+\tau} p(s) \, ds \right) \, dt.
\end{equation}
In view of (12),
\begin{equation}
\lim_{t \to \infty} \frac{x(t-\tau)}{x(t)} = \infty.
\end{equation}
On the other hand, (12) implies that there exists a sequence $\{t_n\}$ with $t_n \to \infty$ as $n \to \infty$ such that
\begin{equation}
\int_{t_n}^{t_n+\tau} p(s) \, ds \geq \frac{1}{e} \quad \text{for all } n.
\end{equation}
Hence by Lemma 1, we obtain
\begin{equation}
\liminf_{t \to \infty} \frac{x(t-\tau)}{x(t)} < \infty.
\end{equation}
This contradicts (21) and completes the proof.
Theorem 1 substantially improves condition (3). In fact, if (3) holds, then
\begin{equation}
\int_{t_0}^{\infty} p(t) \, dt = \infty
\end{equation}
and there exists \( c > 0 \) such that for large \( t \),
\begin{equation}
\ln \left( e \int_{t}^{t+\tau} p(s) \, ds \right) \geq c.
\end{equation}
(22) and (23) imply (12). Condition (12) is an evaluation of \( p(t) \) and \( \int_{t}^{t+\tau} p(s) \, ds \) in an infinite interval. Obviously, condition \( \int_{t}^{t+\tau} p(s) \, ds > 0 \) is necessary for (12).

**Example 1.** Consider the delay differential equation
\begin{equation}
x'(t) + \exp(k \sin t - 1)x(t-1) = 0
\end{equation}
where \( p(t) = \exp(k \sin t - 1) \) and \( k \) is a positive constant. Clearly,
\[ \liminf_{t \to \infty} \int_{t-1}^{t} p(s) \, ds < 1/e. \]
So condition (3) is not satisfied. By Jensen’s inequality,
\[ \int_{0}^{\infty} p(t) \ln \left( e \int_{t}^{t+1} p(s) \, ds \right) \, dt \geq \int_{0}^{\infty} p(t) \int_{t}^{t+1} k \sin s \, ds \, dt \]
\[ = \frac{2k \sin \frac{1}{2}}{e} \int_{0}^{\infty} \exp(k \sin t) \sin \left( t + \frac{1}{2} \right) \, dt. \]
On the other hand, it is easy to see that \( \int_{0}^{t} \exp(k \sin t) \cos t \, dt \) is bounded and
\[ \int_{0}^{2\pi} \exp(k \sin t) \sin t \, dt > 0. \]
It follows that \( \int_{0}^{\infty} p(t) \ln(e \int_{t}^{t+1} p(s) \, ds) \, dt = \infty. \) By Theorem 1, every solution of Eq. (24) oscillates.

We would like to point out that Theorem 1 in [15] is not always true. We use the following example to illustrate this.

**Example 2.** Consider the delay differential equation
\begin{equation}
x'(t) + \frac{1}{e} \left( 1 + \frac{1}{t} \right) x(t-1) = 0.
\end{equation}
Let \( p(t) = \frac{1}{e} (1 + \frac{1}{t}). \) Clearly,
\[ \int_{1}^{\infty} p(t) \ln \left( e \int_{t}^{t+1} p(s) \, ds \right) \, dt \geq \frac{1}{e} \int_{1}^{\infty} \ln \left( 1 + \ln \left( 1 + \frac{1}{t} \right) \right) \, dt = \infty. \]
By Theorem 1, every solution of (25) oscillates. On the other hand, the delay equation
\begin{equation}
x'(t) + \frac{1}{e} x(t-1) = 0
\end{equation}
has a positive solution, \( e^{-t} \). Therefore (25) and (26) possess different oscillatory behaviors though \( \lim_{t \to \infty} \frac{1}{t} (1 + \frac{1}{t})/\frac{1}{t} = 1. \)

In the proof of Lemma 2 in [15], the chosen neighborhood \( \delta(\mu_0) \subset M \) of \( \mu_0 \) actually depends on the given large constant \( m. \) As \( m \to +\infty, \delta(\mu_0) \) may not exist. Therefore, the proof is incorrect.
4. EQUATIONS WITH SEVERAL DELAYS

In this section we obtain sufficient conditions for the oscillation of all solutions of Eq. (2). The main result is the following theorem.

**Theorem 2.** Let \( \tau_n = \max(\tau_1, \tau_2, \ldots, \tau_n) \). Suppose that \( \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds > 0 \) for \( t \geq t_0 \) for some \( t_0 > 0 \) and that

\[
\limsup_{t \to \infty} \int_{t}^{t+\tau_n} p_n(s) \, ds > 0.
\]

If, in addition,

\[
\int_{t_0}^{\infty} \left( \sum_{i=1}^{n} p_i(t) \right) \ln \left( e \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right) \, dt = \infty,
\]

then every solution of Eq. (2) oscillates.

**Proof.** Assume the contrary. Then Eq. (2) may have an eventually positive and decreasing solution \( x(t) \). Let \( \lambda(t) = -x'(t)/x(t) \). Then \( \lambda(t) \) is nonnegative and continuous, and there exists \( t_1 \geq t_0 \) with \( x(t_1) > 0 \) such that \( x(t) = x(t_1) \exp(-\int_{t_1}^{t} \lambda(s) \, ds) \). Furthermore, \( \lambda(t) \) satisfies the generalized characteristic equation

\[
\lambda(t) = \sum_{i=1}^{n} p_i(t) \exp \left( \int_{t-\tau_i}^{t} \lambda(s) \, ds \right).
\]

Let \( B(t) = \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \). By using (14), we find

\[
\lambda(t) = \sum_{i=1}^{n} p_i(t) \exp \left( B(t) \cdot \frac{1}{B(t)} \int_{t-\tau_i}^{t} \lambda(s) \, ds \right) \\
\geq \sum_{i=1}^{n} p_i(t) \left[ \frac{1}{B(t)} \int_{t-\tau_i}^{t} \lambda(s) \, ds + \frac{\ln(eB(t))}{B(t)} \right]
\]

or

\[
\left( \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right) \lambda(t) - \sum_{i=1}^{n} p_i(t) \int_{t-\tau_i}^{t} \lambda(s) \, ds \\
\geq \left( \sum_{i=1}^{n} p_i(t) \right) \ln \left( e \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right).
\]

Then for \( N > T \)

\[
\int_{T}^{N} \left( \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right) \lambda(t) \, dt - \sum_{i=1}^{n} \int_{T}^{N} p_i(t) \int_{t-\tau_i}^{t} \lambda(s) \, ds \, dt \\
\geq \int_{T}^{N} \left( \sum_{i=1}^{n} p_i(t) \right) \ln \left( e \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right) \, dt.
\]

By interchanging the order of integration, we find

\[
\int_{T}^{N} \sum_{i=1}^{n} p_i(t) \int_{t-\tau_i}^{t} \lambda(s) \, ds \, dt \geq \sum_{i=1}^{n} \int_{T}^{N-\tau_i} \left( \int_{s}^{s+\tau_i} p_i(t) \lambda(s) \, dt \right) \, ds \\
= \sum_{i=1}^{n} \int_{T}^{N-\tau_i} \lambda(t) \int_{t}^{t+\tau_i} p_i(s) \, ds \, dt.
\]
From (30) and (31) it follows that
\[ \sum_{i=1}^{n} \int_{N-\tau_i}^{N} \lambda(t) \int_{t}^{t+\tau_i} p_i(s) \, ds \, dt \geq \int_{T}^{N} \left( \sum_{i=1}^{n} p_i(t) \right) \ln \left( e \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right) \, dt. \]

On the other hand, by Lemma 2, we have
\[ \int_{t}^{t+\tau_i} p_i(s) \, ds \leq 1, \quad i = 1, 2, \ldots, n, \]
eventually. Then by (32) and (33), we find
\[ \sum_{i=1}^{n} \int_{N-\tau_i}^{N} \lambda(t) \, dt \geq \int_{T}^{N} \left( \sum_{i=1}^{n} p_i(t) \right) \ln \left( e \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds \right) \, dt. \]

In view of (28),
\[ \lim_{t \to \infty} \prod_{i=1}^{n} \frac{x(t-\tau_i)}{x(t)} = \infty. \]
This implies
\[ \lim_{t \to \infty} \frac{x(t-\tau_n)}{x(t)} = \infty. \]
However, by Lemma 1, we have
\[ \liminf_{t \to \infty} \frac{x(t-\tau_n)}{x(t)} < \infty. \]
This contradicts (36) and completes the proof.

**Corollary 1.** If
\[ \liminf_{t \to \infty} \sum_{i=1}^{n} \int_{t}^{t+\tau_i} p_i(s) \, ds > \frac{1}{e}, \]
then every solution of Eq. (2) oscillates.

**Proof.** Let \( \tau_1 < \tau_2 < \cdots < \tau_n \). Then it follows from (37) that there is an \( m \) with \( 1 \leq m \leq n \) such that
\[ \limsup_{t \to \infty} \int_{t}^{t+\tau_m} p_m(s) \, ds > 0 \]
and
\[ \liminf_{t \to \infty} \sum_{i=1}^{m} \int_{t}^{t+\tau_i} p_i(s) \, ds > \frac{1}{e}. \]
Now assume, for the sake of contradiction, that Eq. (2) has an eventually positive solution \( x(t) \). Then \( x(t) \) is also an eventually positive solution of the inequality

\[
x'(t) + \sum_{i=1}^{m} p_i(t)x(t - \tau_i) \leq 0.
\]

(40)

So, by Corollary 3.2.2 in [13], we know that the equation

\[
y'(t) + \sum_{i=1}^{m} p_i(t)y(t - \tau_i) = 0
\]

(41)

has an eventually positive solution as well. On the other hand, from (39) we see that for some \( t_0 > 0 \),

\[
\int_{t_0}^{\infty} \left( \sum_{i=1}^{m} p_i(t) \right) \ln \left( e \sum_{i=1}^{m} \int_{t}^{t + \tau_i} p_i(s) \, ds \right) \, dt = \infty.
\]

(42)

Then by Theorem 2, every solution of Eq. (41) oscillates. This is a contradiction and the proof is complete.
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