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Abstract. Let $A$ be a finitely generated commutative domain over an algebraically closed field $k$, $\sigma$ an algebra endomorphism of $A$, and $\delta$ a $\sigma$-derivation of $A$. Then $\text{GKdim}(A[x,\sigma,\delta]) = \text{GKdim}(A) + 1$ if and only if $\sigma$ is locally algebraic in the sense that every finite dimensional subspace of $A$ is contained in a finite dimensional $\sigma$-stable subspace.

Similarly, if $F$ is a finitely generated field over $k$, $\sigma$ a $k$-endomorphism of $F$, and $\delta$ a $\sigma$-derivation of $F$, then $\text{GKdim}(F[x,\sigma,\delta]) = \text{GKdim}(F) + 1$ if and only if $\sigma$ is an automorphism of finite order.

1. Theorems

Throughout this paper, $k$ denotes an algebraically closed field and $A$ will be a $k$-algebra. Let $\sigma$ be a $k$-algebra endomorphism of $A$. Then the algebra $A[x,\sigma]$ is a polynomial extension of $A$ subject to the relation $ax = x\sigma(a)$ for all $a \in A$. If $\sigma$ is an automorphism, then $x$ is a regular normal element in $A[x,\sigma]$ and the algebra $A[x, x^{-1}, \sigma]$ is defined by inverting $x$ in $A[x,\sigma]$. Let $\text{GKdim}$ denote the Gelfand-Kirillov dimension. The definition and basic properties of $\text{GKdim}$ can be found in [KL]. A finite dimensional subspace of $A$ containing the identity 1 is called a subframe of $A$. A subframe (or a subspace) $V$ of $A$ is said to be $\sigma$-stable if $\sigma(V) \subset V$. We call $\sigma$ locally algebraic if every subframe of $A$ is contained in a $\sigma$-stable subframe. It is not hard to prove that if $\sigma$ is a locally algebraic automorphism, then $\text{GKdim}(A[x, x^{-1}, \sigma]) = \text{GKdim}(A) + 1$ [LMO, Prop. 1]. In this paper we will prove a partial converse when $A$ is a commutative domain.

Theorem 1.1. Let $A$ be a commutative domain over $k$ such that the fraction field $Q(A)$ is finitely generated as a field, and let $\sigma$ be an endomorphism of $A$. Then the following statements are equivalent.

(a) $\text{GKdim}(A[x,\sigma]) < \text{GKdim}(A) + 2$.

(b) $\text{GKdim}(A[x,\sigma]) < \text{GKdim}(A) + 2$ if $\sigma$ is an automorphism.

(c) $\text{GKdim}(A[x,\sigma]) = \text{GKdim}(A) + 1$.

(b) $\text{GKdim}(A[x,\sigma]) = \text{GKdim}(A) + 1$ if $\sigma$ is an automorphism.

(c) $\sigma$ is locally algebraic.
If moreover \( A \) is a field, then (a)–(c) are equivalent to the following.

(d) \( \sigma \) is an automorphism of finite order.

The only difficult step is the implication from (a) to (c). This implication will fail if either (i) \( A \) is not a domain or (ii) \( A \) is not commutative (see Examples in §5). A related example was given by I. Musson [Mu] which shows that there is a non-prime PI algebra \( A \) and an algebra automorphism \( \sigma \) of \( A \) such that there are no non-trivial \( \sigma \)-stable subspaces of \( A \) and that \( \text{GKdim}(A[x, x^{-1}, \sigma]) = \text{GKdim}(A) + 1 = 3 \). It is unknown if Theorem 1.1 holds for prime PI algebras.

Let \( \delta \) be a \( \sigma \)-derivation of \( A \), i.e., \( \delta(ab) = \delta(a)\sigma(b) + a\delta(b) \) for every \( a, b \in A \). Then the algebra \( A[x, \sigma, \delta] \) is a polynomial extension of \( A \) satisfying the relation \( ax = x\sigma(a) + \delta(a) \) for all \( a \in A \) (see [MR, Sec. 1.2]). A subspace \( V \) of \( A \) is called \( \delta \)-stable if \( \delta(V) \subset V \). We will prove the following analogue to Theorem 1.1.

**Theorem 1.2.** Let \( A \) be a commutative domain over \( k \), \( \sigma \) an algebra endomorphism of \( A \), and \( \delta \) a \( \sigma \)-derivation of \( A \).

(1) If \( A \) is a finitely generated algebra, then the following statements are equivalent:

(a) \( \text{GKdim}(A[x, \sigma, \delta]) < \text{GKdim}(A) + 2 \).

(b) \( \text{GKdim}(A[x, \sigma, \delta]) = \text{GKdim}(A) + 1 \).

(c) \( \sigma \) is locally algebraic.

(2) If \( A \) is a finitely generated field, then each of (a)–(c) is equivalent to the following:

(d) \( \sigma \) is an automorphism of finite order.

In §2 we will prove a lemma which will be used several times in later sections. Section 3 is devoted to the proof of Theorem 1.1, and §4 contains the proof of Theorem 1.2. In §5 we will give some examples which show that the hypotheses in Theorems 1.1 and 1.2 are necessary.

2. A LEMMA

The lemma we will prove is essentially contained in [Zh, Sec. 6]. Let \( G \) be an ordered semigroup with unit \( e \). Familiar examples of ordered (semi)groups are \( \mathbb{N}_{\geq} \) and \( \mathbb{Z}_{\geq} \) for \( l \geq 1 \). Let \( A \) be an algebra with a filtration \( \{ F_n | n \in G \} \) of subspaces of \( A \). We denote by \( F_n < F_m \) the subspace \( \sum_{m < n} F_m \). Suppose the filtration satisfies the following conditions:

(1) \( F_m \subset F_n \) for all \( m < n \) in \( G \);

(2) \( F_m F_n \subset F_{mn} \) for all \( m \) and \( n \) in \( G \);

(3) \( A = \bigcup_{n \in G} (F_n - F_{<n}) \);

(4) \( 1 \in F_e - F_{<e} \).

Then \( A \) is called a \( G \)-filtered algebra. The associated graded algebra is defined to be \( \text{gr}(A) = \bigoplus_{n \in G} F_n/F_{<n} \) with the \( k \)-linear multiplication determined by

\[
(a + F_{<m})(b + F_{<n}) = ab + F_{<mn}
\]

(see [KL, page 73] for the case when \( G = \mathbb{Z} \)). We define a map \( \nu : A \rightarrow \text{gr}(A) \) by \( \nu(a) = a + F_{<n} \) for all \( a \in F_n - F_{<n} \). This map is called a leading-term map and it is easy to see that

(11) \( \nu(t) = t \) for all \( t \in k \);

(12) \( \nu(a) \neq 0 \) for all \( a \neq 0 \);
(13) \( \nu(a)\nu(b) = \nu(ab) \) or \( \nu(a)\nu(b) = 0 \) for all \( a, b \in A \).

If the associated graded algebra \( \text{gr}(A) \) is a domain, then \( \nu(a)\nu(b) = \nu(ab) \) for all \( a, b \in A \).

Obvious examples of filtered algebras are graded algebras. A \( G \)-graded algebra \( A = \bigoplus_{g \in G} A_g \) can be viewed naturally as a filtered algebra by letting \( F_n = \bigoplus_{m \leq n} A_m \). Then \( \{ F_n \mid n \in G \} \) is a filtration and \( \text{gr}(A) = A \). The leading-term map is \( \nu(a) = a_{n_g} \) if \( a = a_{n_1} + a_{n_2} + \cdots + a_{n_g} \) with \( 0 \neq a_{n_i} \in A_{n_i} \) and \( n_1 < n_2 < \cdots < n_g \).

Some \( \mathbb{N} \)-filtered algebras can be characterized in the following way. Let \( A \) be an algebra generated by a subframe \( V \). Then \( \{ F_i = V^i \mid i \geq 0 \} \) (where \( V^0 = k \)) is an \( \mathbb{N} \)-filtration of \( A \) and \((1,2,3,4)\) hold. The associated graded algebra is \( \text{gr}(A) := \bigoplus V^i/V^{i-1} \) and the leading-term map from \( A \) to \( \text{gr}(A) \) is defined by \( \nu : a \mapsto a + V^{i-1} \) for all \( a \in V^i - V^{i-1} \). Familiar examples are the Weyl algebras and universal enveloping algebras of finite dimensional Lie algebras. In these two examples, the associated graded algebras are domains.

Another example of an \( \mathbb{N} \)-filtered algebra is \( A[x, \sigma, \delta] \) where \( \sigma \) is an endomorphism of \( A \) and \( \delta \) is a \( \sigma \)-derivation of \( A \). Let \( F_n = \{ \sum_{i \leq n} x^i a_i \mid a_i \in A \} \). Then \( \{ F_n \} \) satisfies \((1,2,3,4)\) and \( \text{gr}(A[x, \sigma, \delta]) \cong A[x, \sigma] \).

The following lemma lists some basic properties of the leading-term map. For every subspace \( V \) of \( A \), we define \( \nu(V) = \sum_{x \in V} k\nu(x) \). Hence \( \nu(V) \) is a graded subspace of \( \text{gr}(A) \).

**Lemma 2.1.** Let \( A \) be a \( G \)-filtered algebra and let \( \nu \) be the leading-term map from \( A \) to \( \text{gr}(A) \).

1. \( \nu(Va) \supseteq \nu(V)\nu(a) \) for all \( a \in A \) and \( V \subset A \).
2. \( \nu(V + W) \supseteq \nu(V) + \nu(W) \) for all \( V, W \subset A \).
3. \( \nu(VW) \supseteq \nu(V)\nu(W) \) for all \( V, W \subset A \).
4. \( \dim(W) = \dim(\nu(W)) \) for all \( V \subset A \) where \( \dim \) is the dimension of a \( k \)-vector space.
5. \( \dim(VW) \geq \dim(\nu(V)\nu(W)) \) for all \( V, W \subset A \).
6. \( \dim(W^n) \geq \dim((\nu(W))^n) \) for all \( V \subset A \) and all \( n \geq 1 \).
7. \( \text{GKdim}(A) \geq \text{GKdim}(\text{gr}(A)) \).

**Proof.**
1. \( \nu(Va) = \sum_{x} k\nu(x)a \supseteq \sum_{x} k\nu(x)\nu(a) = \sum_{x} k\nu(x)\nu(a) = \nu(V)\nu(a) \).
2. Since \( V \subset V + W \), \( \nu(V) \subset \nu(V + W) \) and it follows that \( \nu(V) + \nu(W) \subset \nu(V + W) \).
3. Write \( VW = \sum_{w} Vw \), then (3) follows from (1) and (2).
4. Let \( W_n = W \cap F_n \) and \( W_{<n} = W \cap F_{<n} \) for all \( n \in G \). Then \( W_n \) and \( W_{<n} \) are subspaces of \( W \) and by the definition of \( \nu \) we see that \( \nu(W) = \bigoplus W_n/W_{<n} \).
   Hence \( \dim(\nu(W)) = \sum_n (\dim(W_n) - \dim(W_{<n})) = \dim W \).
5. is a consequence of (3) and (4).
6. is a consequence of (5) by induction.
7. Let \( V \) be a subframe of \( \text{gr}(A) \). There is a subframe \( W \) of \( A \) such that \( \nu(W) \supseteq V \). (Recall that \( \nu(W) = \sum_{x \in W} k\nu(x) \)). Then the statement follows from (6) and the definition of \( \text{GKdim} \). \( \square \)
3. Proof of Theorem 1.1

We divide the proof of Theorem 1.1 into two parts: Theorem 3.2 and Proposition 3.3.

Let $A$ be a commutative algebra and let $V$ be a subframe of $A$. Applying [Ma, 13.2] to the graded algebra $B = \bigoplus_{n \geq 0} V^n / V^{n-1}$, $\dim(V^n)$ is a polynomial of $n$ with rational coefficients for $n \gg 0$. If $A$ is a commutative domain, we will show that the leading coefficient of the polynomial $\dim(V^n)$ is “at least linearly dependent on $\dim(V)$” (the precise definition will be given below). Since the leading coefficient of the growth polynomial is related to the multiplicity [MR, 8.4.7], we make the following definition. Let $A$ be an algebra of $\text{GKdim } d$. We say $A$ satisfies the sensitive multiplicity condition (or SMC) if there is a finite dimensional subspace $V_0$ of $A$ and a constant $c > 0$ such that if $W$ is a finite dimensional subspace containing $V_0a$ for some regular element $a \in A$, then

$$(\text{SMC}) \quad \dim(W^n) \geq c \dim(W)n^d$$

for all $n$. In this case we say $A$ satisfies $SM(V_0, c, d)$. A key step in proving Theorem 1.1 is to show that finitely generated commutative domains satisfy SMC [Theorem 3.2]. On the other hand, Examples 5.2 and 5.3 show that semiprime commutative algebras and noncommutative noetherian domains may not satisfy SMC.

By using Lemma 2.1(1),(4),(6) and the definition of $SM(V_0, c, d)$, the proof of Lemma 3.1 is straightforward and is left to the reader. Lemma 3.1 will be used in the proofs of Theorem 3.2 and Proposition 5.4.

Lemma 3.1. (1) Let $G$ be an ordered semigroup and let $A$ be a (noncommutative) $G$-filtered algebra such that the associated graded algebra $\text{gr}(A)$ is a domain and that $\text{GKdim}(\text{gr}(A)) = \text{GKdim}(A) = d$. If $\text{gr}(A)$ satisfies $SM(v(V_0), c, d)$, then $A$ satisfies $SM(V_0, c, d)$.

(2) Let $A$ be a commutative domain and let $Q(A)$ be the fraction field of $A$. Then $Q(A)$ satisfies $SM(V_0, c, d)$ if and only if $A$ satisfies $SM(V_0y, c, d)$ for some $0 \neq y \in A$ such that $V_0y \subset A$.

\begin{proof}
First we prove the following statement: If $R$ is a commutative domain satisfying SMC, then $R[x]$ satisfies SMC. Note that $\text{GKdim}(R[x]) = \text{GKdim}(R) + 1 = d + 1$ [MR, 8.2.7(iii)]. Suppose now that $R$ satisfies $SM(V_0, c, d)$. For every subspace $W_0 \supset V_0y$,

$$\dim(W_0^n) \geq c \dim(W_0)n^d$$

for all $n$. We will verify that $R[x]$ satisfies $SM(V_0 + kx, c', d + 1)$ for some $c' > 0$.

Case 1. Let $W = \sum_{i=1}^{l} x^{p_i}W_i$ where the $\{p_i\}$ are increasing and suppose that $W_i \supset V_0y_i$ for some nonzero $y_i \in R$ for all $i$. We use induction on $l$ (for $l \geq 2$) to show that $\dim(W^n) \geq c_1 \dim(W)n^{d+1}$. If $l = 2$, $W = x^{p_1}W_1 + x^{p_2}W_2$ and $p_2 > p_1$, then

\end{proof}
then
\[
\dim(W^n) \geq \dim(\sum_{s=0}^{n} x^{p_1 s + p_2 (n-s)} W_1^n W_2^{n-s})
\]
\[
= \sum_{s=0}^{n} \dim(W_1^n W_2^{n-s}) = \frac{1}{2} \sum_{s=0}^{n} [\dim(W_1^n W_2^{n-s}) + \dim(W_1^s W_2^{n-s})]
\]
\[
\geq \frac{1}{2} \sum_{s=0}^{n} (\dim(W_1^s) + \dim(W_2^{n-s}))
\]
(\text{use (SMC)})
\[
\geq \frac{1}{2} c \{\dim(W_1) + \dim(W_2)\} \sum_{s=0}^{n} s^d
\]
\[
\geq \frac{1}{2} c \{\dim(W_1) + \dim(W_2)\} \frac{1}{2(d+1)} n^{d+1}
\]
\[
= \frac{c}{4(d+1)} \dim(W)n^{d+1},
\]
where we have used the inequality \(\sum_{s=0}^{n} s^d \geq \frac{1}{2(d+1)} n^{d+1}\) for \(d \geq 0\). If \(l > 2\), let \(W_{<l} = \sum_{i<l} W_i x^{p_i}\) and suppose now that
\[
\dim(W_{<l}^n) \geq c_1 \dim(W_{<l}) n^{d+1}
\]
for all \(n\) where \(c_1 = \frac{c}{4(d+1)}\). Hence we have
\[
\dim(W^n) \geq \dim(W_{<l}^n) \oplus \sum_{i=1}^{n} (x^{p_i - 1} W_{<l-1})^{n-t} (x^{p_i} W_i)^l
\]
\[
\geq \dim(W_{<l}^n) + \sum_{i=1}^{n} \dim(W_i^l)
\]
\[
\geq c_1 \dim(W_{<l}) n^{d+1} + c \dim(W_i) \sum_{i=1}^{n} l^d
\]
\[
\geq c_1 \dim(W_{<l}) n^{d+1} + \frac{c}{2(d+1)} \dim(W_i) n^{d+1}
\]
\[
\geq c_1 \dim(W_{<l}) n^{d+1} + c_1 \dim(W_i) n^{d+1} = c_1 \dim(W)n^{d+1}.
\]

Case 2. In general let \(W\) be a subspace such that \(W \supset (V_0 + kx)y\) for some \(y \in R[x]\). By Lemma 2.1(6), we have \(\dim(W^n) \geq \dim(\nu(W)^n)\). Hence we only need to prove that \(\dim(\nu(W)^n) \geq c' \dim(W)n^{d+1}\) for all \(n\). By Lemma 2.1(1), \(\nu(W) \supset (V_0 + kx)\nu(y)\). Let \(\nu(y) = ax^p\). Then \(\nu(W) \supset V_0 ax^p + kax^{p+1}\). Hence \(W' := V_0 ax^p \nu(W) \subset \nu(W)^2\) satisfies the conditions in case 1. By case 1,
\[
\dim((W')^n) \geq c_1 \dim(W') n^{d+1} \geq c_1 \dim(\nu(W)) n^{d+1} = c_1 \dim(W)n^{d+1}.
\]
Hence
\[
\dim(W^n) \geq \dim((\nu(W)^2)^{\frac{n}{2}}) \geq \dim(W'^{\frac{n}{2}})
\]
\[
\geq c_1 \dim(W)^{\frac{n}{2}d+1} \geq \frac{c_1}{2(d+2)} \dim(W)n^{d+1}.
\]
Therefore \(R[x]\) satisfies \(S(V_0 + kx, c', d+1)\) where \(c' = \frac{c}{2(d+2)}\) and the statement is proved.
It is trivial to check that \( k \) satisfies SMC with \( d = \text{GKdim}(k) = 0 \). By induction and the statement we just proved, the polynomial algebra \( k[x_1, \ldots, x_d] \) satisfies SMC.

Now we prove that every commutative domain \( A \) with \( Q(A) \) being finitely generated satisfies SMC.

By using Lemma 3.1(2) twice, we may assume that \( A \) is a finitely generated commutative domain. Consider the variety \( \text{generated} \) satisfies SMC.

It is trivial to check that the polynomial algebra satisfies SMC. Hence \( Q(B) = Q(A) \) and the Krull dimension of \( B \) is equal to the Krull dimension of \( A \), which is also equal to the GK dimension of \( A \) by Lemma 3.1(2) again, we may assume that \( A \) is a regular local algebra of Krull dimension and GK dimension \( d \). By [Ma, 14.4], \( A \) is a \( Z \)-filtered algebra with associated graded algebra \( \text{gr}(A) \) isomorphic to the polynomial ring \( k[x_1, \ldots, x_d] \).

Since the polynomial algebra satisfies SMC, by Lemma 3.1(1), \( A \) satisfies SMC and thus we have finished our proof.

In the proof of Theorem 3.2, we used the fact that \( k \) is algebraically closed. It is unknown if a (finitely generated) commutative domain over an arbitrary field satisfies SMC.

**Proposition 3.3.** Let \( A \) be an algebra and let \( \sigma \) be an algebra endomorphism of \( A \).

1. If \( A \) is a commutative algebra satisfying SMC and if \( \sigma \) is not locally algebraic, then \( \text{GKdim}(A[x, \sigma]) \geq \text{GKdim}(A) + 2 \).

2. If \( \sigma \) is locally algebraic, then \( \text{GKdim}(A[x, \sigma]) = \text{GKdim}(A) + 1 \).

**Proof.** By definition \( Vx = xV^\sigma \) where \( V^\sigma = \sigma(V) \). For every subspace \( V \) of \( A \), we have

\[
(V + kx)^n = \sum_{i=0}^{n} \left( \sum_{k_i + \cdots + k_0 = n-i} V^{k_i} x V^{k_{i-1}} x \cdots x V^{k_0} \right)
\]

(3.3.1)

\[
= \sum_{i=0}^{n} \sum_{k_i + \cdots + k_0 = n-i} x^i (V^\sigma)^{k_i} (V^\sigma^{i-1})^{k_{i-1}} \cdots (V)^{k_0}
\]

\[
= \sum_{i=0}^{n} x^i W_{n,i},
\]

where \( W_{n,i} = \sum_{k_i + \cdots + k_0 = n-i} (V^\sigma)^{k_i} (V^\sigma^{i-1})^{k_{i-1}} \cdots (V)^{k_0} \).

1. If \( A \) is commutative, we have

(3.3.2) \( W_{n,i} = \sum_{k_i + \cdots + k_0 = n-i} (V^\sigma)^{k_i} (V^\sigma^{i-1})^{k_{i-1}} \cdots (V)^{k_0} = (V + V^\sigma + \cdots + V^\sigma)^{n-i} \).

If \( \sigma \) is not locally algebraic, then there exists a \( y \in A \) such that the subspace \( \sum_{s \geq 0} k^s y \) is infinite dimensional. Let \( V = V_0 + ky \) for some \( V_0 \) and let \( W_i = V + V^\sigma + \cdots + V^\sigma \). Then \( \text{dim}(W_i) \geq \text{dim}(\sum_{s=0}^i k^s y) = i + 1 \) for all \( i \). By (3.3.1) and (3.3.2), we have

\[
(V + kx)^n = \sum_{i=0}^{n} x^i W_{n,i} = \sum_{i=0}^{n} x^i (W_i)^{n-i}.
\]
Since $A$ satisfies SMC, say $SM(V_0, c, d)$, $\dim(W_i^{n-i}) \geq c \dim(W_i)(n - i)^d$. Hence
\[
\dim(V + kx)^n = \sum_{i=0}^{n} \dim(W_i^{n-i}) \geq \sum_{i=0}^{n} c \dim(W_i)(n - i)^d \\
\geq \sum_{i=0}^{n} ci(n - i)^d \geq \frac{c}{4d+2} n^{d+2}.
\]
Therefore $\text{GKdim}(A[x, \sigma]) \geq \text{GKdim}(A) + 2$.

(2) If $\sigma$ is locally algebraic and $V$ is $\sigma$-stable, by (3.3.1), we have $\dim((V+kx)^n) = \sum_{i=0}^{n} \dim(V^{n-i})$. This implies that $\text{GKdim}(A[x, \sigma]) = \text{GKdim}(A) + 1$. 

In general the $\text{GKdim}$ of $A[x, \sigma]$ could jump by more than 2. By [MR, page 291] there is an automorphism $\sigma$ of $A = k[y^{\pm 1}, z^{\pm 1}]$ such that $\text{GKdim}(A[x, \sigma]) = \text{GKdim}(A[x^{\pm 1}, \sigma]) = \infty$. Here $\{x^{\pm 1}\}$ means $\{x, x^{-1}\}$ (and similarly for other variables).

Proof of Theorem 1.1. By Proposition 3.3(2) (c) implies (b), and by [LMO, Prop.1] (c) implies (b'). It is trivial that (b) implies (a), (b') implies (a'), and (a') implies (a). Hence it remains to prove that (a) implies (c). But this implication is an immediate consequence of Theorem 3.2 and Proposition 3.3(1).

Next we assume that $A$ is a finitely generated field and show that (c) and (d) are equivalent. It is easy to see that (d) implies (c). Hence it remains to verify that (c) implies (d). Now suppose that $\sigma$ is a locally algebraic endomorphism of $A$. Let $V$ be a $\sigma$-stable subframe which generates $A$ as a field. Consider $\sigma$ as a $k$-linear map from $V$ to itself. Since $k$ is algebraically closed, there are $l$ eigenvalues of $\sigma$ where $l = \dim(V)$, and for an eigenvalue $r$, there is an eigenvector $v \in V$ such that $\sigma(v) = rv$. Since $A$ is a field, $\sigma$ is injective and hence $r$ is not zero. If $r$ is not a root of 1, then $v \notin k$ and $\sum_{s \geq 0} k\sigma^s(\frac{1}{1-r})$ is infinite dimensional. This contradicts the fact that $\sigma$ is locally algebraic. Hence every eigenvalue of $\sigma$ is a root of 1. Replacing $\sigma$ by $\sigma^m$ for some positive integer $m$, we may assume that every eigenvalue of $\sigma$ is 1. In this case, $(\sigma - id)^n = 0$ for $n \geq l$, where $id$ is the identity map of $V$. If the characteristic of $k$ is $p > 0$, then
\[
\sigma^p = (id + (\sigma - id))^p = id^p + (\sigma - id)^p = id
\]
for $s \gg 0$. If the characteristic of $k$ is 0, then $\sigma$ is the identity. If not, then there is a $v \in V$ such that $(\sigma - id)^{t+1}(v) = 0$ and $(\sigma - id)^t(v) \neq 0$ for some $t > 0$. Let $x = (\sigma - id)^t(v)$ and $y = (\sigma - id)^{t-1}(v)$. Hence $\sigma(x) = x$ and $\sigma(y) = y + x$. Thus $\sum_{t} k\sigma^t(\frac{1}{y})$ is infinite dimensional, a contradiction. Therefore, for any characteristic, $\sigma^n = id$ as a $k$-linear endomorphism of $V$ for some $n > 0$. Since $V$ generates the field $A$, $\sigma$ is an automorphism of $A$ of finite order. Thus we have finished our proof. 

4. Proof of Theorem 1.2

To prove Theorem 1.2 we need the following lemma which is an analogue of [KL, 3.5].

Lemma 4.1. Let $A$ be an algebra, $\sigma$ an endomorphism of $A$, and $\delta$ a $\sigma$-derivation of $A$. If every subframe $W$ of $A$ is contained in a $\sigma$-stable subframe $V$ such that the subalgebra $k[V]$ is $\delta$-stable, then $\text{GKdim}(A[x, \sigma, \delta]) = \text{GKdim}(A) + 1$. 

Proof. We copy the proof of [KL, 3.5] with a slight modification. Every subframe of \(A[x, \sigma, \delta]\) is contained in \((V + kx)^s\) for some subframe \(V\) of \(A\) and some integer \(s\). Hence to compute \(\text{GKdim}(A[x, \sigma, \delta])\) we only need to consider subframes \(V + kx\). By the hypothesis, we may assume \(V\) is \(\sigma\)-stable and the subalgebra \(k[V]\) is \(\delta\)-stable. Hence \(\delta(V) \subset V^n\) for some fixed integer \(m\). By induction on \(l\) and by the fact that \(V\) is \(\sigma\)-stable it is easy to prove that

\[
\delta(V^l) \subset V^{l+m-1}
\]

for all \(l \geq 1\). By induction on \(n\), we have

\[
(V + kx)^n \subset V^nm + xV^nm + \cdots + x^nV^nm.
\]

This implies that \(\text{GKdim}(A[x, \sigma, \delta]) \leq \text{GKdim}(A) + 1\). Since \(A[x, \sigma, \delta]\) is a filtered algebra with associated graded algebra \(A[x, \sigma]\), by Proposition 3.3(2) and Lemma 2.1(7) we have \(\text{GKdim}(A[x, \sigma, \delta]) \geq \text{GKdim}(A) + 1\). Therefore \(\text{GKdim}(A[x, \sigma, \delta]) = \text{GKdim}(A) + 1\).

Proof of Theorem 1.2. (1) It is trivial that (b) implies (a).

(a) \(\Rightarrow\) (c) Note that \(A[x, \sigma, \delta]\) is a filtered algebra with associated graded algebra \(A[x, \sigma]\). By Lemma 2.1(7), \(\text{GKdim}(A[x, \sigma]) \leq \text{GKdim}(A[x, \sigma, \delta]) < \text{GKdim}(A) + 2\). By Theorem 1.1, \(\sigma\) is locally algebraic.

(c) \(\Rightarrow\) (b) If \(A\) is finitely generated and \(\sigma\) is locally algebraic, then the hypothesis of Lemma 4.1 holds. By Lemma 4.1, \(\text{GKdim}(A[x, \sigma, \delta]) = \text{GKdim}(A) + 1\).

(2) It is trivial that (b) implies (a). As in the proof of (1), (a) implies (c). By the proof of Theorem 1.1, (c) is equivalent to (d). It remains to prove that (d) implies (b). Suppose now that \(\sigma\) is of finite order. Since \(A\) is finitely generated, every subframe of \(A\) is contained in a \(\sigma\)-stable subframe \(V = \sum_{j=1}^n kx_j\) of \(A\) which generates \(A\) as a field. For every \(j\), there exist \(f_j, g_j \in k[V]\) such that \(\delta(x_j) = f_jg_j^{-1}\).

Let \(g\) be the product \(\prod_{j=0}^l \prod_{j=1}^p \sigma'(g_j)\) where \(q\) is the order of \(\sigma\). Then \(\sigma(g) = g\) and \(\delta(x_j) = f_jg^{-1}\) for some \(f_j \in k[V]\). Hence \(W = V + kg^{-1}\) is a \(\sigma\)-stable subframe of \(A\). We claim that \(k[W]\) is \(\delta\)-stable. Since \(W\) is \(\sigma\)-stable, it suffices to prove that \(\delta(W) \subset k[W]\). By the definition of \(g\), \(\delta(W) \subset k[W]\). Since \(V\) is \(\sigma\)-stable, \(\delta(k[V]) \subset k[W]\). In particular, \(\delta(g) \in k[W]\). It is easy to see that \(\delta(g^{-1}) = -g^{-2}\delta(g) \in k[W]\). Therefore \(\delta(W) \subset k[W]\) and the hypothesis of Lemma 4.1 holds. By Lemma 4.1, \(\text{GKdim}(A[x, \sigma, \delta]) = \text{GKdim}(A) + 1\).

5. Examples

In this section we will see that not every algebra satisfies SMC. To measure in what degree an algebra satisfies SMC, we define the following invariant. Given a subspace \(V_0\) and positive constants \(c\) and \(d\), we say \(A\) satisfies \(SM(V_0, c, d)\) if for every subspace \(W \supset V_0a\) for some regular element \(a \in A\),

\[
\dim(W^n) \geq c \dim(W)^d
\]

for all \(n \geq 1\). The growth of \(A\) with sensitive multiplicity (or SM-growth of \(A\)) is defined to be

\[
g(A) = \sup\{ \dim(W^n) \geq c \dim(W)^d | A \text{ satisfies } SM(V_0, c, d) \text{ for some } V_0 \text{ and } c\}.
\]

By definition, \(g(A) \leq \text{GKdim}(A)\). If \(A\) satisfies SMC, then \(g(A) = \text{GKdim}(A)\). In other words, if \(g(A) < \text{GKdim}(A)\), then \(A\) does not satisfy SMC.
Next we will give some examples in which \( g(A) < \text{GKdim}(A) \), and show that (a) and (c) in Theorem 1.1 are not equivalent for these algebras. Most of the following statements are easily checked, or follow from direct computations, thus detailed proofs will be omitted.

**Example 5.1.** Let \( A \) be the finitely generated commutative algebra \( k[x^{\pm 1}, y]/(y^2) \). Then \( \text{GKdim}(A) = 1 \) and \( g(A) = 0 \). Let \( \sigma \) be the automorphism of \( A \) defined by \( \sigma : x \mapsto x, x^{-1} \mapsto x^{-1} \), and \( y \mapsto xy \). The subspace \( \sum_{s>0} k\sigma^s(y) \) is infinite dimensional and hence \( \sigma \) is not locally algebraic. By a direct computation, we have

\[
\text{GKdim}(A[z^{\pm 1}, \sigma]) = \text{GKdim}(A) + 1 = 2.
\]

Therefore (a) and (c) in Theorem 1.1 are not equivalent for this commutative algebra. □

**Example 5.2.** Let \( B \) be the field \( k(t) \) and let \( \alpha \) be the automorphism of \( B \) defined by \( \alpha(t) = qt \) for some nonzero scalar \( q \). If \( q \) is not a root of 1, then \( \alpha \) is not of finite order and \( \text{GKdim}(B[z, \alpha]) = 3 > \text{GKdim}(B) + 1 \). However, \( g(B[z, \alpha]) = 2 = g(B) + 1 \).

Let \( A \) be the commutative algebra \( k[x, y] \oplus k(t) \). Then \( A \) is a semiprime algebra but not a domain. It is easy to see that \( g(A) = g(k(t)) = 1 \) and \( \text{GKdim}(A) = \text{GKdim}(k[x, y]) = 2 \). Let \( \sigma \) be the automorphism defined by \( \sigma|_{k[x, y]} = \text{id} \) and \( \sigma|_{k(t)} = \alpha \). Then \( \text{GKdim}(A[z^{\pm 1}, \sigma]) = 3 \) but \( \sigma \) is not locally algebraic. Hence (a) and (c) in Theorem 1.1 are not equivalent for the algebra \( A \). □

**Example 5.3.** Let \( G \) be the nilpotent group \( \langle y, z | [y, z] = x \rangle \) central. Then the group algebra \( k[G] \) is isomorphic to \( k[x^{\pm 1}, y^{\pm 1}, z^{\pm 1}, \sigma] \) where \( \sigma \) is defined by \( \sigma : x \mapsto x, y \mapsto xy \). By [KL, 11.10], \( \text{GKdim}(k[G]) = 4 \). To prove \( g(k[G]) < \text{GKdim}(k[G]) \) we consider the subspace

\[
V = \sum kx^iy^jz^s \quad \text{where} \quad |i| \leq m, |j| \leq l, |s| \leq l.
\]

By direct computation (and of course using \( \sigma \)), we see that

\[
V^n \subset W_n := \sum kx^iy^jz^s \quad \text{where} \quad |i| \leq m \cdot n + \frac{1}{2}n(n+1)l^2, |j| \leq l \cdot n, |s| \leq l \cdot n.
\]

It is obvious that

\[
\dim(V) = (2m+1)(2l+1)^2
\]

and

\[
\dim(W_n) = (2mn+n(n+1)l^2)(2ln+1)^2.
\]

If we let \( m \) go to infinity, \( \dim(W_n) \approx 8ml^2n^3 \) and \( \dim(V) \approx 8ml^2 \). Then \( \dim(V^n) \leq \dim(W_n) \) implies that \( g(k[G]) \leq 3 \). Since \( x-1 \) is a central regular element of \( k[G] \) and \( k[G]/(x-1) \cong k[y^{\pm 1}, z^{\pm 1}] \), \( k[G] \) is a \( \mathbb{Z} \)-filtered algebra with associated graded algebra isomorphic to \( k[y^{\pm 1}, z^{\pm 1}][X] \). By using the leading-term map, we can prove that \( g(k[G]) \geq g(k[y^{\pm 1}, z^{\pm 1}][X]) = 3 \). Thus we conclude that \( g(k[G]) = 3 < \text{GKdim}(k[G]) = 4 \).

To see that (a) and (c) in Theorem 1.1 are not equivalent for \( A = k[G] \) we consider the automorphism \( \delta \) of \( A \) defined by \( \delta : x \mapsto x, y \mapsto y \) and \( z \mapsto x^{-1}z \).

Hence \( \sum s \geq 0 k\delta^s(z) \) is infinite dimensional and this implies that \( \delta \) is not locally algebraic. It remains to prove that \( \text{GKdim}(A[t^{\pm 1}, \delta]) = \text{GKdim}(A) + 1 \). We rewrite
$A[t^{±1}, δ]$ as $k[x^{±1}, y^{±1}, t^{±1}][z^{±1}, α]$ where $α$ is the algebra automorphism defined by $α : x → x, y → xy, t → xt$. Using formulas (3.3.1) and (3.3.2), we can check directly that $GKdim(k[x^{±1}, y^{±1}, t^{±1}][z^{±1}, α]) = 5$. Therefore $GKdim(A[t^{±1}, δ]) = GKdim(A) + 1$ but $δ$ is not locally algebraic. Finally it can also be verified that $g(k[G][t^{±1}, δ]) = 4 = g(k[G]) + 1$. □

Though we can not expect Theorems 1.1, 1.2 and 3.2 hold for an arbitrary noncommutative domain, we can still try to prove a similar result for some special noncommutative domains. Here we prove that Theorem 3.2 holds for some nice noncommutative domain, we can still try to prove a similar result for some special noncommutative domains. It will be interesting to see if Theorems 1.1 and 1.2 hold for the domains listed next.

**Proposition 5.4.** The following (noncommutative) domains satisfy SMC.

1. Skew polynomial algebras $k_{p_1} [x_1, \cdots, x_d]$ and $k_{p_2} [x^{±1}_1, \cdots, x^{±1}_d]$.
2. The Weyl algebras $A_d$.
3. The universal enveloping algebras $U(L)$ of finite dimensional Lie algebras $L$.
4. Quantum matrix algebras $M_d(q, p_{ij})$ and $GL_d(q, p_{ij})$.
5. Quantum Weyl algebras $A_d(q, p_{ij})$.

**Proof.** (1) It is easy to see that $k_{p_1} [x_1, \cdots, x_d]$ is a twisted semigroup algebra $k * N^d$ and that $k_{p_2} [x^{±1}_1, \cdots, x^{±1}_d]$ is a twisted group algebra $k * Z^d$. By Theorem 3.2, the commutative polynomial algebras $k[N^d]$ and $k[Z^d]$ satisfy SMC. Hence it suffices to prove the following statement: If $G$ is an ordered semigroup, then a twisted semigroup algebra $k * G$ [MR, 1.5.8] satisfies SMC if and only if the semigroup algebra $k[G]$ satisfies SMC. Note that $GKdim(k * G) = GKdim(k[G])$ [Zh, 8.5(1)].

By definition, $k * G$ and $k[G]$ have the same $G$-graded $k$-linear space $kG$. Since $k * G$ is a $G$-graded algebra and $G$ is ordered, there is a leading-term map $ν$ from $k * G$ to itself. Hence we can apply Lemma 2.1 to the graded algebra $k * G$. As in the proof of Theorem 3.2 (see case 2), we only need to consider $G$-graded subspaces to prove $SM(V_0, c, d)$ for some graded subspace $V_0$. For every $G$-graded subspace $W$ of $k * G$, $W = kH$ for some subset $H \subset G$. Let $V$ be another $G$-graded subspace $kL$ for some $L \subset G$. Then it is easy to check that

$$WV = k(HL) \quad \text{and} \quad W^n = k(H^n)$$

as subspaces of $k * G$. Hence the dimensions of the subspaces $W, V, WV$ and $W^n$ are only dependent on the subsets of the semigroup $G$ and the group multiplication. By the definition of $SM(V_0, c, d)$, $k * G$ satisfies $SM(V_0, c, d)$ if and only if $k[G]$ does.

(2)–(5) By Lemma 3.1(1) and part (1), it is enough to check that every algebra in (2)–(5) is a $\mathbb{Z}^d$-filtered algebra such that the associated graded algebra $gr(A)$ is a commutative or skew polynomial algebra and that $GKdim(A) = GKdim(gr(A))$.

By [Zh, 6.9], the Weyl algebras and universal enveloping algebras are $\mathbb{Z}$-filtered algebras with associated graded algebras being commutative polynomial rings. By [Zh, 7.4], the quantum algebra $M_d(q, p_{ij})$ is a $\mathbb{Z}^{d^2}$-filtered algebra with associated graded algebra being $k * \mathbb{N}^{d^2}$. By [Zh, 7.4], the quantum algebra $GL_d(q, p_{ij})$ is a $\mathbb{Z}^{d^2}$-filtered algebra with associated graded algebra being $k * (\mathbb{N}^{d^2} \oplus \mathbb{Z}^d)$. By [Zh, 7.5], the $A_d(q, p_{ij})$ is a $\mathbb{Z}^{2d}$-filtered algebra with associated graded algebra being $k * \mathbb{N}^{2d}$. Finally [Zh, 6.9, 7.4 and 7.5] also indicate that $GKdim(A) = GKdim(gr(A))$ for the algebras in (2)–(5) and thus we have finished our proof. □
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