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Abstract. Composition algebras with a unit element constitute a well-known class of algebras. In this paper, those composition algebras with a one-sided unit element are characterized and examples are given of arbitrary infinite dimension.

1. Introduction

This paper bears the same title as [K] and the results here may be considered as an extension of the results there. Let $F$ be an arbitrary ground field, $A$ a vector space over $F$, $q : A \rightarrow F$ a quadratic form, so that $q(\alpha x) = \alpha^2 q(x)$ for any $\alpha \in F$ and $x \in A$, and the function $A \times A \rightarrow F$ given by $q(x, y) = q(x + y) - q(x) - q(y)$ is a (symmetric) bilinear form. We say that the quadratic form $q$ is nondegenerate if $\{ x \in A : q(x) = q(x, A) = 0 \} = 0$ and we say that it is strictly nondegenerate (see [ZSSS]) if $\{ x \in A : q(x, A) = 0 \} = 0$. If the ground field is of characteristic $\neq 2$ then $q(x) = \frac{1}{2} q(x, x)$, so both definitions coincide. A nondegenerate quadratic form is said to admit composition in case there is a bilinear product $xy$ from $A \times A$ to $A$ with

$$q(xy) = q(x)q(y)$$

for any $x, y \in A$. In this case, $A$ is said to be a composition algebra relative to $q$.

The result proved in [K] extends Hurwitz’s classical theorem ([H1]) and asserts that if $A$ is an algebra with unit element $e$ over a field $F$ and carries a nondegenerate quadratic form $q$ satisfying (1), then either the characteristic of $F$ is 2, $q(A, A) = 0$ and $A$ is a purely inseparable field extension of $F$ with $x^2 = q(x)e$ for any $x \in A$, or $q$ is strictly nondegenerate and $A$ is a finite dimensional classical composition algebra of dimension 1, 2, 4 or 8. These latter algebras are described in [ZSSS, Chapter 2].

Kaplansky’s result was preceded by an analogous result of Wright ([W]) asserting that any real absolute valued division algebra with a unit element is finite dimensional and thus it is either the real or complex field, or the division algebras of quaternions or octonions. Wright’s result extended a previous result by Albert [A] where the extra hypothesis of the algebra being algebraic was imposed. Recall that
an absolute valued real algebra is an algebra over the real field equipped with a norm \(|.|\) such that \(|xy| = |x||y|\) for any \(x, y\). Later on, Urbanik and Wright [U-W] were able to remove the assumption that the absolute valued algebra is a division algebra, and also provided examples of infinite dimensional real absolute valued algebras showing that the presence of unit element is essential.

Actually, in [K] it is shown that even if the composition algebra \(A\) has no unit element but there is an element \(a \in A\) with \(q(a) = 1\) and such that the left and right multiplications by \(a\), denoted respectively by \(L_a\) and \(R_a\), are bijections, then the quadratic form \(q\) also admits composition with the new product

\[
x \cdot y = R_a^{-1}(x)L_a^{-1}(y),
\]

and the element \(e = a^2\) is the unit element for this new product, so the previous result applies. This always happens in the finite dimensional case or if \(A\) is a division algebra.

This can be extended a little further:

**Proposition 1.** Let \(A\) be a composition algebra over the field \(F\) relative to the nondegenerate quadratic form \(q\) and assume that there are elements \(a\) and \(b\) in \(A\) such that \(L_a\) and \(R_b\) are bijective. Then either the characteristic of \(F\) is 2, \(q(1) = 0\) and \(A\) is a purely inseparable field extension of \(F\) of exponent 1 with \(x^2 = q(x)1\) for any \(x \in A\), or \(q\) is strictly nondegenerate and \(A\) is finite dimensional, the dimension being restricted to 1, 2, 4 or 8.

**Proof.** First notice that because of (1) \(q(a) \neq 0 \neq q(b)\), so also \(q(ab) \neq 0\). We define a new product in \(A\) by means of

\[
x \cdot y = R_b^{-1}(x)L_a^{-1}(y)
\]

and a new quadratic form \(\tilde{q}(x) = \frac{1}{q(e)}q(x)\) with \(e = ab\). Then notice that \(e\) is the unit element of the algebra \((A, \cdot)\) and that

\[
\tilde{q}(x \cdot y) = \frac{1}{q(e)}q(R_b^{-1}(x))q(L_a^{-1}(y)) = \frac{1}{q(e)} q(x)q(y) = q(x)\tilde{q}(y),
\]

so \((A, \cdot)\) is a composition algebra with unit element relative to \(\tilde{q}\). By Kaplansky’s result mentioned earlier either \(\tilde{q}\) is strictly nondegenerate (and so is \(q\)), and the dimension of \(A\) is finite and restricted to 1, 2, 4 or 8, or the characteristic of \(F\) is 2, \(q(1) = 0\) and \(A\) is a purely inseparable field extension of \(F\) with \(x \cdot x = \tilde{q}(x)e\) for any \(x \in A\). In the latter case, \(q(x + y) = q(x) + q(y)\) for any \(x, y\) and since \(q\) is nondegenerate, \(q : A \to F\) is a one-to-one ring homomorphism. In particular, \(A\) is commutative and associative, so \(x \cdot y = L_a^{-1}R_b^{-1}(xy) = L_a^{-1}(xy)\). Take \(u = L_a^{-1}(e)\); then \(ux = L_a^{-1}(e)x = e \cdot x = x\), so \(u\) is the unit element of \(A\), which implies \(q(u) = 1\). Moreover, for any \(x \in A\), \(x^2 = e(L_a^{-1}(x^2)) = e(x \cdot x) = e(\tilde{q}(x)e) = q(x)\left(\frac{1}{q(e)}e^2\right)^2\). In particular, \(u^2 = \frac{1}{q(e)}e^2\), so that \(x^2 = q(x)u\). Therefore for any \(0 \neq x \in A\), we have \(q(x) \neq 0\) since \(q\) is nondegenerate and it follows that \(x\) has an inverse and \(A\) is a field.

For real absolute valued algebras, the existence of elements \(a\) and \(b\) with \(L_a\) and \(R_b\) bijections was shown in [RP] to imply the finite dimensionality of the algebra, but with a completely different method. Notice that the argument used in the proof above to pass to a unital composition algebra is also valid for absolute valued algebras, thus providing a simplification of [RP, Proposition 3]. Notice also that in
a finite dimensional composition algebra $L_a$ is bijective if and only if so is $R_a$ (if and only if $q(a) \neq 0$).

This paper is devoted to studying what happens if we assume only the existence of an element $a$ in a composition algebra $A$ with bijective $L_a$. It will be shown that $A$ may have any infinite dimension and examples will be constructed over arbitrary fields.

The next result ([RP, Proposition 4, Theorems 2 and 3]) is a motivation for our results:

**Theorem 2** (Rodríguez-Palacios). Let $A$ be an absolute valued real algebra. Then:

i) If there is an element $a \in A$ such that $L_a$ is invertible, then $L_x$ is invertible for any nonzero $x \in A$. In this case, $A$ is isotopic (in a specific sense) to an absolute valued real algebra with a left unit $e$ (that is, $L_e = 1$).

ii) If $A$ contains a left unit $e$ then the norm in $A$ is the norm associated to an inner product, so $A$ is a real composition algebra with positive definite quadratic form $q$. Besides, it satisfies:

$$q(xy, z) + q(y, xz) = 0 \quad \text{and} \quad x(xy) = -q(x)y$$

for any $x$ orthogonal to $e$ and any $y \in A$.

iii) There exist Hilbert spaces of arbitrary infinite Hilbertian dimension which become absolute valued algebras with left unit under a suitable multiplication.

The proof of iii) in the theorem above requires the use of the so-called Fermi-Fock space associated to a nonzero complex Hilbert space and the “canonical anticommutation relations” for quantum mechanics. A previous construction of an absolute valued algebra with left unit over the real infinite dimensional separable Hilbert space has been given in [C].

There are examples showing that the results valid for absolute valued algebras do not always have counterparts for composition algebras over arbitrary fields. For instance, any flexible absolute valued algebra is finite dimensional [ElM-M], but there are infinite dimensional commutative (hence flexible) composition algebras over arbitrary fields (of characteristic $\neq 2$) [E-M]. However, with completely different techniques, although very much inspired by the work of Rodríguez Palacios [RP], we will prove analogous results to the ones in Theorem 2 for composition algebras over arbitrary fields. Our construction will provide also examples of real absolute valued algebras with left unit and with arbitrary infinite dimension (not Hilbertian dimension).

Our approach will follow the treatment in [L] of the problem solved by Hurwitz, in his posthumous 1923 paper [H2], and independently by Radon in [R]: “to find all pairs of positive integers $(n,p)$ and bilinear multiplications $\mathbb{R}^p \times \mathbb{R}^n \to \mathbb{R}^n$, $((x_1, \ldots, x_p), (y_1, \ldots, y_n)) \mapsto (z_1, \ldots, z_n)$, such that

$$(x_1^2 + \cdots + x_p^2)(y_1^2 + \cdots y_n^2) = z_1^2 + \cdots + z_n^2$$

for any $x_1, \ldots, x_p, y_1, \ldots, y_n \in \mathbb{R}^n$ (see [L, S1, S2, S3, S4, W-S, L-R, M, F, Ju, Z] for work on this subject).

In order to deal with fields of arbitrary characteristic we will make use of the Clifford algebra of a quadratic space with base point as defined in [J] in connection with the special universal envelope of certain quadratic Jordan algebras, instead of the usual Clifford algebras used in [L].
The composition problem and Clifford algebras

Let \((U, q)\) and \((V, Q)\) be vector spaces over an arbitrary ground field \(F\), equipped with nondegenerate quadratic forms \(q\) and \(Q\), and assume that there is a bilinear map

\[
\lambda : U \times V \to V, \\
(a, v) \mapsto a \cdot v
\]

such that

\[
Q(a \cdot v) = q(a)Q(v)
\]

for any \(a \in U\) and \(v \in V\). By linearizing (4) we obtain

\[
Q(a \cdot u, a \cdot v) = q(a)Q(u, v),
\]

(5)

\[
Q(a \cdot v, b \cdot v) = q(a, b)Q(v),
\]

(6)

\[
Q(a \cdot u, b \cdot v) + Q(b \cdot u, a \cdot v) = q(a, b)Q(u, v)
\]

(7)

for any \(a, b \in U\) and \(u, v \in V\). Define for any \(a \in U\) the linear map \(\lambda_a : V \to V\) by \(\lambda_a(v) = a \cdot v\). We will denote again by \(\lambda\) the linear map \(\lambda : U \to \text{End}_F(V)\) \((a \mapsto \lambda_a)\). This map is one-to-one since \(\lambda_a = 0\) implies by (4) that \(q(a) = 0\) and by (6) that \(q(a, A) = 0\), so \(a = 0\) since \(q\) is nondegenerate. Finally assume that there is an element \(e \in U\) such that \(\lambda_e\) is a bijection. By (4) this implies that \(q(e) \neq 0\). Now (5) with \(b = e\) and \(v' = e \cdot v\) gives

\[
Q(\lambda_e(u), v') = Q(u, q(e)\lambda_e^{-1}(v')),
\]

so that \(\lambda_e\) has an adjoint map \(\lambda_e^*\) relative to \(Q\) and moreover \(\lambda_e^* = q(e)\lambda_e^{-1}\). By (7) with \(b = e\) and \(v' = e \cdot v\)

\[
Q(\lambda_a(u), v') + Q(\lambda_e(u), \lambda_e\lambda_e^{-1}(v')) = q(a, e)Q(u, \lambda_e^{-1}(v')),
\]

that is,

\[
Q(\lambda_a(u), v') = Q(u, (q(a, e)\lambda_e^{-1} - \lambda_e^*\lambda_a\lambda_e^{-1})(v'))
\]

\[
= Q(u, \lambda_e^*\cdot \lambda_a\lambda_e^{-1}(v'))
\]

\[
= Q(u, \lambda_e^*\lambda_a\lambda_e^{-1}(v'))
\]

where \(\bar{a} = \frac{q(a, e)}{q(e)} e - a\), so \(\bar{a} = a\) for any \(a \in U\). Notice that the map \(a \mapsto \bar{a}\) is the reflection through the line \(Fe\), so that it is an isometry: \(q(\bar{a}) = q(a)\) for any \(a \in U\).

Therefore we conclude that for any \(a \in U\), \(\lambda_a\) has an adjoint \(\lambda_a^*\) relative to \(Q\) and that \(\lambda_a^* = \lambda_e^*\lambda_a\lambda_e^{-1}\) or equivalently

\[
\lambda_e^*\lambda_a = \lambda_a^*\lambda_a
\]

(8)

for any \(a \in U\). Now (5) implies that

\[
Q(u, (q(a)1 - \lambda_a^*\lambda_a)(v)) = 0,
\]

for any \(u, v \in V\), and it can be easily proved using (4), the expression \(\lambda_a^* = \lambda_e^*\lambda_a\lambda_e^{-1} = q(e)\lambda_e^{-1}\lambda_a\lambda_e^{-1}\) and \(q(\bar{a}) = q(a)\), that \(Q(\lambda_a^*(v)) = q(a)Q(v)\) for any \(v \in V\), and from here that

\[
Q((q(a)1 - \lambda_a^*\lambda_a)(v)) = 0
\]
for any \( v \in V \). By the nondegeneracy of \( Q \), it follows that
\[
\lambda_a^* \lambda_a = q(a)1,
\]
so that \( \lambda_e^* \lambda_a \lambda_e^{-1} \lambda_a = q(a)1 \) or \( \lambda_a \lambda_e^{-1} \lambda_a = \frac{q(a)}{q(e)} \lambda_e \) for any \( a \in U \); thus \( \lambda_a \lambda_e^{-1} \lambda_a = \frac{q(a)}{q(e)} \lambda_e \) and we conclude that \( \lambda_a \) is invertible if and only if \( q(a) \neq 0 \) and in this case \( \lambda_a^* = q(a) \lambda_a^{-1} \).

We can define a new bilinear map
\[
\bar{\lambda} : U \times V \to V,
\]
\[(a, v) \mapsto a \circ v
\]
by \( a \circ v = \bar{\lambda}_a(v) = \lambda_a \lambda_e^{-1}(v) \) for any \( a \in U \) and \( v \in V \). Then \( Q(a \circ v) = q(a)Q(\lambda_e^{-1}(v)) = q(a)Q(v) \) where \( q : A \to F \) is the quadratic form given by \( q(a) = \frac{q(a)}{q(e)} \). Moreover, \( \bar{\lambda}_e = 1 \), so the arguments above show that for any \( a \in U \), \( \bar{\lambda}_a \) has an adjoint \( \bar{\lambda}_a^* \) relative to \( Q \) and \( \bar{\lambda}_a^* = \lambda_a^* \). We summarize this work in the next theorem which should be compared with parts i) and ii) of Theorem 2:

**Theorem 3.** Let \( (U, q) \) and \( (V, Q) \) be vector spaces over an arbitrary ground field \( F \) equipped with nondegenerate quadratic forms \( q \) and \( Q \) and assume that there is a bilinear map \( \lambda : U \times V \to V \) \( ((a, v) \mapsto \lambda(a, v) = \lambda_a(v) = a \cdot v) \) such that \( Q(a \cdot v) = q(a)Q(v) \) for any \( a \in U \) and \( v \in V \). Then:

i) If there is an element \( e \in U \) such that \( \lambda_e \) is a bijection then for any \( a \in U \), \( \lambda_a \) is a bijection if and only if \( q(a) \neq 0 \). Moreover, by defining \( a \circ v = a \cdot (\lambda_e^{-1}(v)) \) and \( \bar{q} = \frac{q(a)}{q(e)} q \) a new ‘multiplication’ \( \bar{\lambda} : U \times V \to V \) is obtained with \( Q(a \circ v) = \bar{q}(a)Q(v) \) and with \( \bar{\lambda}_e = 1 \).

ii) If there is an element \( e \in U \) with \( \lambda_e = 1 \), then \( q(e) = 1 \) and for any \( a \in U \) and \( u, v \in V \):
\[
Q(a \cdot u, v) = Q(u, a \cdot v), \quad \bar{a} \cdot (a \cdot u) = a \cdot (\bar{a} \cdot u) = q(a)u,
\]
where \( a \mapsto \bar{a} = q(a, e) \frac{q(e)}{q(e)} v - a \) is the reflection through the line \( Fe \).

Assume now that \( (U, q), (V, Q), \lambda \) and \( e \in U \) are as in Theorem 3 with \( \lambda_e = 1 \). Notice that for any \( a \in U \), \( q(a)1 = \lambda_z^* \lambda_a = \lambda_a \lambda_a = q(a, e) \lambda_e - \lambda_a \lambda_a = q(a, e) \lambda_a - \lambda_a^2 \), so
\[
\lambda_a^2 - q(a, e) \lambda_a + q(a)1 = 0.
\]

As in [J], we define the Clifford algebra \( C(U, q, e) \) as the quotient of the tensor algebra \( T(U) \) modulo the ideal generated by the elements \( 1 - e \) and \( a \otimes a - q(a, e)a + q(a)1 \) for \( a \in U \). It follows easily from the definitions that if the characteristic is \( \neq 2 \) and \( U' \) is the orthogonal subspace to \( e \) relative to \( q \), then \( C(U, q, e) \) is isomorphic to the usual Clifford algebra \( C(U', -q) \) (which is the quotient of \( T(U') \) modulo the ideal generated by the elements \( a \otimes a - q(a)1 \), with \( a \in U' \)).

In the setting of [J, Chapter 2], \( \lambda \) is an associative specialization of the quadratic Jordan algebra associated to \( (U, q, e) \) and \( C(U, q, e) \) is the special universal envelope of this Jordan algebra. Also, there is a canonical injective map \( U \to C(U, q, e) \) ([J, 2.2.17]) so we will identify \( U \) with its image. The reflection \( a \mapsto \bar{a} \) is easily seen to extend to an involution of \( C(U, q, e) \). From its very definitions \( \bar{a}a = a \bar{a} = q(a)1 \) in \( C(U, q, e) \) and, by linearization, \( \bar{a}b + b\bar{a} = q(a, b)1 \) for any \( a, b \in U \).
Theorem 4. Let $(U,q)$ and $(V,Q)$ be vector spaces over an arbitrary ground field $F$ equipped with nondegenerate quadratic forms $q$ and $Q$. Let $\lambda : U \times V \rightarrow V$ $((a,v) \mapsto a \cdot v)$ be a bilinear map and let $e \in U$ be an element with $q(e) = 1$ and $\lambda_e = 1$. Then:

a) If $Q(a \cdot v) = q(a)Q(v)$ for any $a \in U$ and $v \in V$, then $\lambda$ induces a homomorphism of associative algebras $\lambda : C(U,q,e) \rightarrow \text{End}_F(V)$ which verifies for any $a,b$ in a fixed basis of $U$ and any $v$ in a fixed basis of $V$:

i) $Q(\lambda_a(v)) = q(a)Q(v),$

ii) $Q(\lambda_a(v),\lambda_b(v)) = q(a,b)Q(v)$ and

iii) $\lambda_a$ has an adjoint $\lambda^*_a$ relative to $Q$ and $\lambda^*_a = \lambda_{\bar{a}}$, where $\bar{a} = q(a,e)e - a$. Moreover, if the characteristic is $\neq 2$, i) and ii) are consequences of iii).

b) Conversely, given a homomorphism $\lambda : C(U,q,e) \rightarrow \text{End}_F(V)$ satisfying the extra conditions i), ii) and iii) above, then the bilinear map $U \times V \rightarrow V$ defined by $a \cdot v = \lambda_a(v)$ verifies $Q(a \cdot v) = q(a)Q(v)$ for any $a \in U$ and $v \in V$.

Proof. For a) notice that (10) and the definition of $C(U,q,e)$ immediately give the representation $\lambda : C(U,q,e) \rightarrow \text{End}_F(V)$, which verifies i), ii) and iii). If the characteristic is $\neq 2$, $a,b \in U$, $v \in V$ and iii) is satisfied then $\lambda_a$ has an adjoint $\lambda^*_a$ relative to $Q$ and $\lambda^*_a = \lambda_{\bar{a}}$ for any $a \in U$ (not just for the elements in a fixed basis).

For any $a \in U$ and $v \in V$

$$Q(\lambda_a(v)) = \frac{1}{2}Q(\lambda_a(v),\lambda_a(v)) = \frac{1}{2}Q(\lambda_\bar{a}\lambda_a(v),v) = \frac{1}{2}Q((q(a,e)\lambda_a - \lambda^*_a)^2)(v,v) = \frac{q(a)}{2}Q(v,v) = q(a)Q(v),$$

and linearizing this we obtain ii). Hence in this case, i) and ii) are consequences of iii).

For b) notice that for $a,b$ in the fixed basis of $U$ and $u,v$ in the fixed basis of $V$, $Q(a \cdot u, a \cdot v) = Q(\lambda_a,\lambda_a)(u,v) = q(a)Q(u,v)$ and $Q(a \cdot u, b \cdot v) + Q(b \cdot u, a \cdot v) = Q(\lambda_{ab^{-1}}(u,v) = q(a,b)Q(u,v)$. Hence (4) and its linearizations are satisfied for basic elements and therefore $Q(a \cdot v) = q(a)Q(v)$ for any $a \in U$ and $v \in V$. 

In case the characteristic is $\neq 2$, a related result for finite dimensional spaces appears in [S1, 3.1].

3. Composition algebras with invertible left multiplications

Theorem 5. Let $A$ be a composition algebra relative to the (nondegenerate) quadratic form $q$ and assume there is an element $e \in A$ such that $L_e$ is a bijection. Then either i) the characteristic of $F$ is 2, $q(A,A) = 0$ and $A$ is a purely inseparable field extension of $F$, with $x^2 = q(x)1$ for any $x$, or ii) $q$ is strictly nondegenerate and the dimension of $A$ is restricted to be 1, 2, 4, 8 or infinite.

Proof. Assume first that $L_e = 1$, so $q(e) = 1$ and let $S = \{ x \in A : q(x,A) = 0 \}$. Suppose that $S \neq 0$, so that the characteristic of $F$ is 2, and take $0 \neq x \in S$. By (6), for any $z \in A$, $0 = q(x,xz) = q(ex,zx) = q(e,z)q(x)$ and since $q(x) \neq 0$ because $q$ is nondegenerate, we conclude that $q(e,A) = 0$, that is, $e \in S$. Now by (7) $q(yr,z) = q(yr,ez) = q(exyz) + q(y,e)q(x,z) = q(x,yz) = 0$ for any $y,z \in A$ and $x \in S$; thus $AS \subseteq S$. Take now $a \in A$ with $q(a) = 0$. Then $q(\alpha e) = q(a)q(e) = 0$ and $ae \in AS \subseteq S$; hence $ae = 0$ since $q$ is nondegenerate.
But then $0 = q(\alpha e, ze) = q(e)q(\alpha, z) = q(\alpha, z)$ for any $z$, so $q(\alpha) = q(\alpha, A) = 0$ and $a = 0$. Therefore $q(\alpha) \neq 0$ for any $\alpha \neq 0$. But for any $z \in A$, $q(ze + ez) = q(ze) + q(ze, ez) = 2q(ze)q(e) + q(ze, ez) = 0$ since $ze \in AS \subseteq S$. Hence $ez + ze = 0$, $ze = ez = z$ and $e$ is the unit element of $A$. Now as in [K, proof of the Theorem], $q : A \rightarrow F$ is a one-to-one ring homomorphism, so $A$ is an integral domain and since $q(x^2) = q(x)q(e)$ we obtain that $x^2 = q(x)e$ for any $x \in A$ and i) follows in this case.

If we only assume that $L_e$ is a bijection, so $q(e) \neq 0$, we consider the new product on $A$ given by $x \cdot y = x(L_e^{-1}y)$ and the new quadratic form $\tilde{q}(x) = \frac{q(x)}{q(e)} = q(L_e^{-1}x)$. Then $\tilde{q}(x \cdot y) = \frac{1}{q(e)}q(x(L_e^{-1}y)) = \frac{q(x)}{q(e)}q(L_e^{-1}y) = \tilde{q}(x)\tilde{q}(y)$. Since $S = \{ x \in A : q(x, A) = 0 \}$ and $q \cdot x = x$ for any $x \in A$, if $S \neq 0$ we conclude that $(A, \cdot)$ is a purely inseparable field extension of $F$ and $e$ is the unit element of $(A, \cdot)$. Thus $x = x \cdot e = xu$ with $u = L_e^{-1}e$, so $u$ is a right unit of $A$. The argument in the first paragraph of this proof with $L_e = 1$ substituted by $R_u = 1$ shows that $A$ is a purely inseparable field extension of $F$ with unit element $u$. Alternatively we could have used Proposition 1. Therefore we obtain i) in case $q$ is not strictly nondegenerate.

Finally, if $q$ is strictly nondegenerate, $L_e$ is a bijection and the dimension of $A$ is finite, then $q(e) \neq 0$, so $R_e$ is also a bijection and Proposition 1 implies that the dimension of $A$ is restricted to $1, 2, 4$ or $8$.

As remarked in [K], purely inseparable extensions of any infinite dimension or any finite dimension power of $2$ exist over suitable ground fields. We finish the paper showing the existence of composition algebras of arbitrary infinite dimension over arbitrary ground fields with strictly nondegenerate quadratic form as in part ii) of Theorem 5. In order to do this and because of Theorem 4, we need to find suitable representations $\lambda : C(U, q, e) \rightarrow \text{End}_F(U)$ or, alternatively, $\lambda : C(U, q, e) \rightarrow \text{End}_F(V)$ with $(U, q)$ isomorphic to $(V, Q)$ as vector spaces with quadratic forms. The most natural representation of $C(U, q, e)$ is the left regular representation which assigns to each element $a \in C(U, q, e)$ the left multiplication $L_a$. We will take this into account.

First a trivial remark: if $V$ is a vector space over a field $F$, $\{v_i : i \in I\}$ is a basis of $V$ and $V^*$ denotes the dual vector space, then $\tilde{V} = \{ \varphi \in V^* : \varphi(v_i) = 0 \}$ for all but a finite number of indices $i \in I$ is a subspace of $V^*$. Moreover, define $\tilde{\varphi}_i \in V^*$ for any $i \in I$ by $\tilde{\varphi}_i(v_j) = \delta_{ij}$ as usual. Then $\{ \tilde{\varphi}_i : i \in I\}$ is a basis of $\tilde{V}$. Notice that the definition of $\tilde{V}$ depends in general on the given basis.

**Example 1.** Let $(U, q, e)$ be defined by $U = (Fe \oplus Ff) \oplus (\oplus_{i \in I}(Fe_i \oplus Ff_i))$ with an infinite well ordered index set $I$ and where the quadratic form $q$ is determined by $q(e) = 1, q(f) = 0 = q(e_i) = q(f_i)$ for any $i \in I$ and $q(e, f) = 1 = q(e_i, f_i)$ for any $i$ and $0$ otherwise. Hence $(U, q, e)$ is an orthogonal sum of hyperbolic planes, the number of which is the cardinality of $I$.

Let $W = C(U, q, e)$ which has a basis formed by the elements

$$f^{e_{i_1}^{\alpha_{i_1}} f^{\beta_{i_1}} \ldots f^{e_{i_r}^{\alpha_{i_r}} f^{\beta_{i_r}}}}$$

with $r \geq 0$, $\alpha_{i_j}$ and $\beta_{i_j}$ are either $0$ or $1$, $i_1 < \ldots < i_r$ and $\alpha_{i_j} + \beta_{i_j} \neq 0$ for any $j = 1, \ldots, r$, where $a^0 = e, a^1 = a$ for any $a$. Since $I$ is infinite, the cardinality of this basis is the same cardinality of $I$. Consider also the dual space $W^*$, its subspace $\tilde{W}$ relative to the basis above and the mappings $\mu : U \rightarrow \text{End}_F(W)$,
Then invertible.

Corollary. Suppose that \( \varphi \) verifies the condition of \( \text{Theorem 4} \). Let \( I \) be an infinite well ordered set and \( q \) a \( C \)-infinite well ordered set. By its own definition \( e \) is the unit element of \( C(U, q, e) \), \( f^2 = f \), \( f e_i + e_i f = e_i \), \( f f_i + f_i f = f_i \), \( e_i e_j = -e_j e_i \) for any \( i \) and \( j \). Again the dimension of \( V \) in \( \bar{W} \) is seen that \( V \) is an orthogonal sum of hyperbolic planes with a number of summands equal again to the cardinality of \( I \). Therefore \( (U, q) \) and \( (V, Q) \) are isomorphic. Consider now the bilinear map

\[
\lambda : U \times V \rightarrow V; \\
(a, (w, \varphi)) \mapsto (\mu_a(w), \mu_a^*(\varphi)).
\]

Then

\[
Q(\mu_a(w), \mu_a^*(\varphi)) = \mu_a^*(\varphi)(\mu_a(w)) = \varphi(\mu_a(\mu_a(w))) = \varphi(a(aw)) = q(a)\varphi(w) = q(a)Q((w, \varphi))
\]

for any \( a \in U \) and \( (w, \varphi) \in V \), where we have used that \( \bar{a}a = q(a, e)a - a^2 = q(a)1 \) in \( C(U, q, e) \). Given an isomorphism \( \psi : (U, q) \rightarrow (V, Q) \), the multiplication in \( U \) defined by

\[
ab = \psi^{-1}(\lambda(a, \psi(b)))
\]

verifies \( q(ab) = q(a)q(b) \) for any \( a, b \in U \) and \( eb = \psi^{-1}(\lambda(e, \psi(b))) = \psi^{-1}(\psi(b)) = b \) for any \( b \in U \), so the left multiplication by \( e \) is the identity and, in particular, invertible.

This example immediately implies the following:

**Corollary.** Over any ground field there are composition algebras with left unit with strictly nondegenerate quadratic form of arbitrary infinite dimension.

Over fields of characteristic \( \neq 2 \), taking into account the isomorphism between \( C(U, q, e) \) and \( C(U', -q) \) mentioned in the paragraph previous to Theorem 4, easier examples may be constructed:

**Example 2.** Assume the characteristic of \( F \) is \( \neq 2 \) and let \( U = Fe \oplus (\oplus_{i \in I} Fe_i) \) with an infinite well ordered set \( I \), and let \( q \) be the quadratic form given by \( q(e) = 1 = q(e_i) \) for any \( i \in I \) and \( q(e_i, e_j) = 0 = q(e_i, e_j) \) for any \( i \neq j \). Then \( U' = \oplus_{i \in I} Fe_i \).

Consider the (usual) Clifford algebra \( C(U', -q) = V \) which has a basis formed by the elements

\[
e_{\alpha} = e_{i_1} \cdots e_{i_r}
\]

where \( r \geq 0, i_1 < \cdots < i_r, \alpha = (i_1, \ldots, i_r) \) and the empty product \( (r = 0) \) must be understood as \( 1 \). Again the dimension of \( V \) is the cardinality of \( I \). We define the quadratic form \( Q \) on \( V \) by imposing that the elements of this basis are orthogonal and \( q(a) = 1 \) for any \( a \) in the basis. Then \( (U, q) \cong (V, Q) \). Finally define \( \lambda : U \rightarrow \text{End}_F(V) \), \( a \mapsto \lambda_a \) by \( \lambda_a = 1 \) and \( \lambda_a \) is the left multiplication by \( a \) in \( C(U', -q) \) for any \( a \in U' \), and consider the associated multiplication \( \lambda : U \times V \rightarrow V \) given by \( \lambda(a, v) = a \cdot v = \lambda_a(v) \) for any \( a \in U \) and \( v \in V \). From the multiplication in
it follows that $Q(\lambda_{e_\alpha}(e_\beta), e_\beta) = -Q(e_\alpha, \lambda_{e_\alpha}(e_\beta))$ for any $\alpha = (i_1, \ldots, i_r)$ and $\beta = (j_1, \ldots, j_s)$. Thus $\lambda_{e_\alpha} = \lambda_{e_\beta} = \lambda_{e_i}$ and by Theorem 4 we conclude that $Q(a \cdot v) = q(a)Q(v)$ for any $a \in U$ and $v \in V$. Again, considering an isomorphism $\psi : (U, q) \to (V, Q)$ and defining the product $ab = \psi^{-1}(\lambda_a(\psi(b)))$ for any $a, b \in U$ we obtain a composition algebra with left unit $e$ of dimension the cardinality of $I$.

**Remarks.** i) Notice that if $F$ is a formally real field (see [L, page 233]), the quadratic form $q$ in Example 2 does not represent 0, so the left multiplication by any nonzero element is invertible (Theorem 3); that is, the algebra constructed is a left division algebra.

ii) With $F = \mathbb{R}$, the real field, the construction in Example 2 gives absolute valued algebras of arbitrary infinite dimension, in contrast with the examples in [RP] where Hilbertian dimension is used.
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