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Abstract. In this paper, based on of the concept $q_0 \in H_0(p, (0, 1), \alpha, \beta)$, which is a generalized form of the first resonant point $\pi^2$ to the Picard problem $x'' + 2x = 0, x(0) = x(1) = 0$, we study the solvability of second-order Sturm-Liouville boundary value problems at resonance $(p(t)x')' + q_0(t)x + g(t, x) = h(t), x(0) = x(1) = 0$, and improve the previous results about problems $x'' + \pi^2x + g(t, x) = h(t), x(0) = x(1) = 0$ derived by Chaitan P. Gupta, R. Iannacci and M. N. Nkashama, and Ma Ruyun, respectively.

1. Introduction and main results

Consider the Sturm-Liouville boundary value problem

\begin{align}
(p(t)x')' + q_0(t)x + g(t, x) &= h(t), \\
x(0) \cos \alpha - p(0)x'(0) \sin \alpha &= 0, \\
x(1) \cos \beta - p(1)x'(1) \sin \beta &= 0,
\end{align}

where $\alpha, \beta \in \mathbb{R}$ are fixed with $0 \leq \alpha < \pi, 0 < \beta \leq \pi$; $p : [0, 1] \to \mathbb{R}$ is a positive absolutely continuous function; $q_0 \in H_0(p, (0, 1), \alpha, \beta)$ (here we borrow notation from [1], that is, $q_n \in H_n(p, (0, 1), \alpha, \beta)$ for some nonnegative integer if and only if $q_n \in L^\infty(0, 1)$ and the problem

\begin{align}
(p(t)x')' + q_n(t)x &= 0 \\
\end{align}

and (1.2), (1.3) has a nontrivial solution $x = u_n(t)$ with exactly $n$ zeros on $(0, 1)$; $h \in L^1(0, 1); g : [0, 1] \times \mathbb{R} \to \mathbb{R}$ is a Carathéodory function, i.e., $g(\cdot, x)$ is measurable on $(0, 1)$ for each $x \in \mathbb{R}$, $g(t, \cdot)$ is continuous on $\mathbb{R}$ for a.e. $t \in (0, 1)$ and for any constant $r > 0$ there exists a function $m_r \in L^1(0, 1)$ such that

\begin{align}
|g(t, x)| &\leq m_r(t)
\end{align}

for a.e. $t \in (0, 1)$ and all $x \in \mathbb{R}$ with $|x| \leq r$.

A function $x \in W^{2,1}(0, 1)$ is said to be a solution of (1.1)–(1.3) if $x$ satisfies relations (1.1)–(1.3).

For $a, b \in L^1(0, 1)$, we denote $a < b$ if and only if $a(t) \leq b(t)$ for a.e. $t \in (0, 1)$ and $a(t) < b(t)$ on a subset of $(0, 1)$ with positive measure.

Now we state the main result of this paper; the proof follows in the next section.
Theorem 1. Assume that

i) \[ g(t, x)x \geq 0 \text{ for } |x| \geq r_0, \text{ a.e. } t \in (0, 1) \]

where \( r_0 \geq 0 \) is fixed.

ii) \[ \lim_{|x| \to \infty} \frac{g(t, x)}{x} \leq \Delta q(t) \]

uniformly for a.e. \( t \in (0, 1) \), where \( \Delta q \in L^\infty(0, 1) \) such that

iii) \( 0 \leq \Delta q < q_1 - q_0 \)

with some \( q_1 \in H_1(p, (0, 1), \alpha, \beta) \).

There exists a constant \( \rho > 0 \) such that

\[ \int_0^1 g(t, x_-) u_0(t) dt \leq \int_0^1 h(t) u_0(t) dt \leq \int_0^1 g(t, x_+) u_0(t) dt, \]

where \( u_0(t) > 0 \) on \( (0, 1) \) satisfies (1.4), (1.2), (1.3) with \( n = 0 \) and

\[ x_+ \in \{ x \in W^{2,1}(0, 1) | x \text{ satisfies (1.2), (1.3) and } x(t) \geq \rho u_0(t) \text{ for } t \in [0, 1] \}, \]

\[ x_- \in \{ x \in W^{2,1}(0, 1) | x \text{ satisfies (1.2), (1.3) and } x(t) \leq -\rho u_0(t) \text{ for } t \in [0, 1] \}. \]

Then problem (1.1), (1.2), (1.3) has at least one solution.

The results in this paper are inspired by and improve upon the ones given by Chaitan P. Gupta [2], R. Iannacci and M. N. Nkashama [3], and Ma Ruyun [4], where they discussed the solvability of boundary value problems at resonance

\[ x'' + \pi^2 x + g(t, x) = h(t), \]
\[ x(0) = x(1) = 0. \]

In those papers, it was necessary to assume that

\[ \lim_{|x| \to \infty} \frac{g(t, x)}{x} \leq \Gamma(t) \]

uniformly for a.e. \( t \in (0, 1) \) and

\[ \Gamma < 3\pi^2. \]

Problem (1.10), (1.11) has not yet been addressed in the case when (1.12)–(1.13) are not satisfied. This was because that in order to prove the boundedness of the solutions for auxiliary equations, the authors [2, 3, 4] used Fourier series (since \( \{ \sin n\pi t \}_{n=1}^\infty \) forms a complete orthonormal sequence for \( L^2(0, 1) \)) and \( \pi^2 + 3\pi^3 = (2\pi)^2 \) is exactly the second eigenvalue of problem \( x'' + \lambda x = 0, x(0) = x(1) = 0 \). However, such problems are discussed in Theorem 1. In the proof, by making use of the functional analysis method, we unify unbounded solutions of the auxiliary nonlinear equations and nontrivial solutions of the relative linear homogeneous equation formed with the growth control function \( \Gamma \) and the first resonant point \( \pi^2 \). By this method we not only discuss the case when (1.12)–(1.13) are not satisfied but also improve the previous results [2, 3, 4] even when (1.12)–(1.13) are satisfied.

In fact, in the assumptions of Theorem 1, let \( p = 1, \alpha = 0, \beta = \pi \); we have the following
Corollary 1. Assume that
i) \( g(t,x) \geq 0 \) for \( |x| \geq r_0 \), a.e. \( t \in (0,1) \) where \( r_0 \geq 0 \) is fixed.
ii) \( \lim_{|x| \to \infty} g(t,x) / x \leq \Delta q(t) \) uniformly for a.e. \( t \in (0,1) \) where \( \Delta q \in L^\infty(0,1) \) such that
\[
0 \leq \Delta q < q_1 - q_0
\]
with \( q_i \in L^\infty(0,1) \) such that
\[
x'' + q_i(t)x = 0,
\]
\[
x(0) = x(1) = 0
\]
has a nontrivial solution \( x = u_i(t) \) with exactly \( i \) zeros on \( (0,1) \), \( i = 0, 1 \), and we assume that \( u_0(t) > 0 \) on \( (0,1) \).
iii) There exists a constant \( \rho > 0 \) such that
\[
\int_0^1 g(t,x-)u_0(t) \, dt \leq \int_0^1 h(t)u_0(t) \, dt \leq \int_0^1 g(t,x+)u_0(t) \, dt
\]
where
\[
x_+ = \{ x \in W^{2,1}(0,1) | x(0) = x(1) = 0 \ and \ x(t) \geq \rho u_0(t) \ for \ t \in [0,1] \},
x_- = \{ x \in W^{2,1}(0,1) | x(0) = x(1) = 0 \ and \ x(t) \leq -\rho u_0(t) \ for \ t \in [0,1] \}.
\]
Then problem
\[
x'' + q_0(t)x + g(t,x) = h(t),
x(0) = x(1) = 0
\]
has at least one solution.

Remarks. 1. Corollary 1 contains [2, Theorem 2.4], [3, Theorem 1] and [4, Theorem 1] as special cases when \( q_0 = \pi^2, q_1 = 4\pi^2 \) since in [2, 3, 4] the authors assumed that \( m_r \), which satisfies (1.5), is an element of \( L^2(0,1) \).

2. If \( q_0(t) = \pi^2, \pi^2 < A \leq \pi^2 + \Delta q(t) \) and \( \int_0^1 \Delta q(t) \, dt < A - \pi^2 + 4\sqrt{\pi} \! \! \text{ctg} \! \! \sqrt{\pi} \), then condition (1.14) is valid from [1, Corollary 8].

3. If \( q_0 = \pi^2, \Delta q \in L^\infty(0,1) \) such that \( 0 \leq \Delta q \) and
\[
\int_0^1 (\pi^2 + \Delta q(t))^{1/2} \, dt + \frac{1}{4} \int_0^1 |d\ln(\pi^2 + \Delta q(t))| < 2\pi,
\]
then condition (1.14) is satisfied from [1, Corollary 9].

Example 1. Let \( q_0(t) = \pi^2, g(t,x) = \Gamma(t)x \sin x \) with \( \Gamma(t) = \frac{\pi^2}{1+t} - \pi^2 \) for \( t \in (0,t_1), \Gamma(t) = 0 \) for \( t \in (t_1,1) \) and \( \int_0^1 h(t) \sin \pi t \, dt = 0 \). Then from Corollary 1 problem (1.10) (1.11) has a solution since, letting \( \Gamma(t) = \frac{\pi^2}{1+t} - \pi^2 \) for \( t \in (0,t_1) \) and \( \Gamma(t) = \frac{\pi^2}{(t-t_1)^2} - \pi^2 \) for \( t \in (t_1,1) \), we have that \( \Gamma < 0 \) and \( \pi^2 + \Gamma \in H_1(1, (0,1), 0, \pi) \). But for \( t \in (0,t_1), \Gamma(t) \to +\infty \) as \( t_1 \to 0^+ \), hence this case cannot be solved by [2, 3, 4].

Example 2. Let \( q_0(t) = \frac{\pi^2}{4\pi t} \) for \( t \in (0,t_1), q_0(t) = \frac{\pi^2}{4(1-t_1)^2} \) for \( t \in (t_1,1) \), \( \Delta q(t) = \frac{3\pi^2}{4t} \) for \( t \in (0,t_1), \Delta q(t) = 0 \) for \( t \in (t_1,1) \), \( g(t,x) = \Delta q(t)x \sin^2 x \), \( u_0(t) = \sin \frac{\pi^2}{4t_1} t \) for \( t \in (0,t_1) \), \( u_0(t) = \sin \frac{\pi^2}{4(1-t_1)^2} (1-t) \) for \( t \in (t_1,1) \), and \( h \in L^2(0,1) \) such that \( \int_0^1 u_0(t) h(t) \, dt = 0 \). Then problem (1.15) (1.16) has at least one solution from Corollary 1.
From Theorem 1, let \( p = 1, \alpha = \beta = \pi^2 \), \( q_0 \in H_0(1, (0, 1), \pi, \pi) \). We have

**Corollary 2.** Assume that

i) \( g(t, x) \geq 0 \) for \( |x| \geq r_0 \), a.e. \( t \in (0, 1) \) where \( r_0 \geq 0 \) is fixed.

ii) \( \lim_{|x| \to \infty} g(t, x)/x \leq \Delta q(t) \) uniformly for a.e. \( t \in (0, 1) \), where \( \Delta q \in L^\infty(0, 1) \) such that

\[
0 \leq \Delta q < q_1 - q_0
\]

with \( q_i \in L^\infty(0, 1) \) such that

\[
x'' + q_i(t)x = 0, \quad x'(0) = x'(1) = 0
\]

has a nontrivial solution \( x = u_i(t) \) with exactly \( i \) zeros on \((0, 1)\), \( i = 0, 1 \), and \( u_0(t) > 0 \) for \( t \in [0, 1] \).

iii) There exists a constant \( \rho > 0 \) such that

\[
\int_0^1 g(t, x_0)u_0(t) dt \leq \int_0^1 h(t)u_0(t) dt \leq \int_0^1 g(t, x_0)u_0(t) dt
\]

where \( x_0 < -\rho, x_+ > \rho \) for \( x_-, x_+ \in W^{2,1}(0, 1) \) with \( x_-'(0) = x_-'(1) = x_+'(0) = x_+'(1) = 0 \).

Then problem

\[
x'' + q_0(t)x + g(t, x) = h(t), \quad x'(0) = x'(1) = 0
\]

has at least one solution.

**Remarks.** 1. In Corollary 2, letting \( q_0 = 0, q_1 = \pi^2 \), we get a generalized form of [3, Theorem 2].

2. In Theorem 1, by specifying \( p, \alpha, \beta \) we may obtain other new special cases.

2. **Proof of Theorem 1**

This section is devoted to the proof of Theorem 1. To this end, let us first introduce some lemmas.

**Lemma 1.** Assume that \( a \in L^\infty(0, 1) \) and \( b \in H_1(p, (0, 1), \alpha, \beta) \) with \( a < b \). Then there exist a number \( \delta > 0 \) and \( b \in H_1(p, (0, 1), \alpha, \beta) \) such that \( a + \delta < b \).

**Proof.** This proof follows directly from Lemmas 2–4 and Proposition 4 of [1]. Since the reference [1] has not been published yet, let us sketch the proof here.

Consider the initial value problem

\[
\begin{align*}
(2.1) & \quad (p(t)x')' + q(t)x = 0, \\
(2.2) & \quad x(0) = \sin \alpha, p(0)x'(0) = \cos \alpha.
\end{align*}
\]

Assume that \( x = x(t) \) is a solution of (2.1) (2.2), and introduce the famous Prüfer transformation

\[
\varphi = \arctan \frac{x(t)}{p(t)x'(t)}.
\]

Then we have

\[
\varphi' = \frac{1}{p(t)} \cos^2 \varphi + q(t) \sin^2 \varphi, \quad \varphi(0) = \alpha.
\]
Denote the solution of (2.4) by \( \varphi = \varphi(t, q) \); then, similar to the proof of [5, Chapter XI, Lemma 3.1], we can prove that \( q \in H_1(p, (0, 1), \alpha, \beta) \) if and only if the unique solution of (2.4) satisfies \( \varphi(1, q) = \pi + \beta \). Hence \( \varphi(1, a) < \varphi(1, b) = \pi + \beta \). In view of [5, P. 4, Theorem 2.4] and [6, Chapter 8, Theorem 2.1], there exists \( \delta > 0 \) such that \( \varphi(1, a + \delta) < \varphi(1, a + 2\delta) = \pi + \beta \), and obviously \( a + 2\delta \in H_1(p, (0, 1), \alpha, \beta) \).

**Lemma 2.** Assume that \( q_i \in H_1(p, (0, 1), \alpha, \beta), i = 0, 1, q \in L^\infty(0, 1) \) satisfying \( q_0 < q < q_1 \). Then problem (2.1) (1.2) (1.3) has no nontrivial solution; moreover problem

\[
(2.5) \quad (p(t)x')' + q(t)x = h(t)
\]

and (1.2) (1.3) have a unique solution for \( h \in L^1(0, 1) \). \hfill 

**Proof.** Similar to [5, P. 337, Theorem 4.1 (iv)].

**Lemma 3.** Assume that \( x \in C^1(0, 1) \) satisfying condition (1.2) (1.3). Then there exists a constant \( C \) depending only on \( u_0 \) such that

\[
|x(t)| \leq C|x|_1u_0(t), \quad t \in [0, 1],
\]

where \( | \cdot |_1 \) is the norm of the usual Banach space \( C^1(0, 1) \) and \( u_0(t) > 0 \) on \( (0, 1) \) is a solution of (1.4) (1.2) (1.3) with \( n = 0 \).

**Proof.** Since \( u_0(t) > 0 \) on \( (0, 1) \), we need only consider the case when \( t = 0 \) or \( t = 1 \). If \( \alpha = 0 \), then \( u_0(0) = 0 \), but \( u_0(t) \) is a nontrivial solution of (2.1); it follows that \( u_0(0) \neq 0 \). Hence

\[
\left| \frac{x(t)}{u_0(t)} \right| = \left| \frac{x(t) - x(0)}{u_0(t) - u_0(0)} \right| = \left| \frac{x'(\xi)}{u'_0(\xi)} \right| \leq \frac{2}{|u'_0(0)|} |x|_1
\]

for sufficiently small \( t > 0 \). The proof is complete.

**Proof of Theorem 1.** From Lemma 1 and assumption ii) there exist a number \( \delta > 0 \) and \( \bar{q}_1 \in H_1(p, (0, 1), \alpha, \beta) \) such that

\[
(2.6) \quad q_0 + \Delta q + 2\delta < \bar{q}_1.
\]

In view of assumption ii) there exists a constant \( r_1 > r \) such that

\[
(2.7) \quad g(t, x)/x \leq \Delta q(t) + \delta \text{ for a.e. } t \in (0, 1), \quad \text{and all } x \in R \text{ with } |x| \geq r_1.
\]

Denote

\[
L : W^{2,1}_0(0, 1) \subset C^1(0, 1) \to L^1(0, 1), x \to (p(t)x'(t))' + [(q_0(t) + \delta)|x(t)|],
\]

where \( W^{2,1}_0(0, 1) \triangleq \{ x \in W^{2,1}(0, 1): x \text{ satisfies conditions (1.2) (1.3)} \} \). Then from Lemma 2 the operator \( L \) is one-to-one, onto and obviously continuous.

It follows that the inverse of \( L \) exists, \( L^{-1} : L^1(0, 1) \to W^{2,1}_0(0, 1) \), is continuous and \( L^{-1} : L^1(0, 1) \to C^1(0, 1) \) is compact since \( W^{2,1}(0, 1) \) is compactly imbedded into \( C^1(0, 1) \).

Define \( G : C^1(0, 1) \to L^1(0, 1) \) by

\[
(2.8) \quad Gx = \delta x(t) - g(t, x(t)) + h(t).
\]

Then \( G \) is a continuous operator and problem (1.1) (1.2) (1.3) can be written in the equivalent form

\[
(2.9) \quad Lx = Gx.
\]
Consider the auxiliary equation
\[(2.10) \quad Lx = \lambda Gx, \quad \lambda \in (0, 1).\]
In view of the Leray-Schauder continuation theorem and considering the compactness of \(L^{-1}\) from \(L^1(0, 1)\) to \(C^1(0, 1)\), in order to prove that (2.9) has a solution, we need only demonstrate that the possible solution of (2.10) is bounded. If not, there exist sequences \(\{x_n\} \subseteq \text{dom } L\) and \(\{\lambda_n\} \subseteq (0, 1)\) such that \(|x_n|_1 \to \infty\) as \(n \to \infty\) and
\[(2.11) \quad Lx_n = \lambda_n Gx_n.\]
Denote \(y_n = x_n/|x_n|_1\); then (2.11) becomes
\[(2.12) \quad Ly_n = \lambda_n|x_n|^{-1}_1 Gx_n = \lambda_n \delta y_n - \lambda_n|x_n|^{-1}_1 g(t, x_n(t)) + \lambda_n|x_n|^{-1}_1 h(t).\]
Define
\[(2.13) \quad \mu_n(t) = \begin{cases} \frac{g(t, x_n(t))/x_n(t)}{x_n(t)} & \text{for } |x_n(t)| \geq r_1, \\ 0 & \text{for } |x_n(t)| < r_1. \end{cases}\]
We have from (2.7) that
\[(2.14) \quad 0 \leq \mu_n(t) \leq \Delta q(t) + \delta \quad \text{for a.e. } t \in (0, 1),\]
and hence we assume that
\[\mu_n \to \mu_0\]
in \(L^2(0, 1)\) for some \(\mu_0 \in L^2(0, 1)\) such that
\[(2.15) \quad 0 \leq \mu_0(t) \leq \Delta q(t) + \delta \quad \text{for a.e. } t \in (0, 1).\]
Denote
\[f_n(t) = g(t, x_n(t)) - \mu_n(t)x_n(t);\]
then (2.11) can be written in the form
\[(2.16) \quad Ly_n = \lambda_n(\delta y_n - \mu_n(t)y_n) + \lambda_n|x_n|^{-1}_1[h(t) - f_n(t)].\]
In view of (2.13), \(f_n(t)\) vanishes if \(|x_n(t)| \geq r_1\), and hence the right hand side of (2.16) must be bounded in \(L^1(0, 1)\) for \(n = 1, 2, \ldots\). Using the compactness of \(L^{-1} : L^1(0, 1) \to C^1(0, 1)\), we may assume that \(y_n \to y_0\) in \(C^1(0, 1)\) for some \(y_0 \in C^1(0, 1)\), and \(\lim_{n \to \infty} \lambda_n = \lambda_0 \in [0, 1]\). Therefore, the right hand side of (2.16) converges weakly to \(\lambda_0 \delta y_0 - \lambda_0 \mu_0 y_0\) in \(L^1(0, 1)\). Again using the compactness of \(L^{-1} : L^1(0, 1) \to C^1(0, 1)\), we have
\[Ly_0 = \lambda_0(\delta - \mu_0)y_0,\]
or equivalently
\[(p(t)y_0')' + [q_0(t) + (1 - \lambda_0)\delta + \lambda_0 \mu_0(t)]y_0 = 0.\]
From (2.6), (2.15), \(|y_0|_1 = 1\) and Lemma 2, we have that \((1 - \lambda_0)\delta + \lambda_0 \mu_0 = 0\), and hence
\[(2.17) \quad (p(t)y_0')' + q_0(t)y_0 = 0,\]
from which it follows that
\[(2.18) \quad y_0 = \pm u_0,\]
where we assume that \(|u_0|_1 = 1\).
Denote
\[ y_n(t) = k_n u_0(t), \quad \tilde{y}_n = y_n(t) - \bar{y}_n(t), \]
where
\[ k_n = \left[ \int_0^1 u_0^2(t) \, dt \right]^{-1} \int_0^1 y_n(t) u_0(t) \, dt. \]
Then
\[ \int_0^1 \tilde{y}_n(t) u_0(t) \, dt = 0, \quad (2.19) \]
and hence
\[ k_n^2 \int_0^1 u_0^2(t) \, dt + \int_0^1 \tilde{y}_n^2(t) \, dt = \int_0^1 y_n^2(t) \, dt \leq 1. \]
We may assume that
\[ k_n \to \bar{k} \in \mathbb{R}. \]
By (2.18) if \( y_0 = u_0 \), from (2.19) we have \( \bar{k} = 1 \) and
\[ \tilde{y}_n \to 0 \quad \text{in} \quad C^1(0, 1). \]
From Lemma 3, there exists \( N > 0 \) such that
\[ (2.20) \quad |x_n| > 4 \rho, \quad k_n > \frac{1}{2}, \quad |\tilde{y}_n(t)| \leq \frac{1}{4} u_0(t) \quad \text{for} \quad t \in [0, 1], \quad n \geq N, \]
whence it follows that
\[ (2.21) \quad x_n(t) = |x_n| y_n(t) \geq \rho u_0(t) \quad \text{for} \quad t \in [0, 1], \quad n \geq N. \]
Taking the inner product (in \( L^2(0, 1) \)) of (2.12) with \( u_0 \), considering (2.17) and \( y_0 = u_0 \), and \( y_n \) satisfying (1.2) (1.3), we obtain
\[ (1 - \lambda_n) \delta k_n \int_0^1 u_0^2(t) \, dt + \lambda_n |x_n|^{-1} \int_0^1 g(t, x_n(t)) u_0(t) \, dt \]
\[ = \lambda_n |x_n|^{-1} \int_0^1 h(t) u_0(t) \, dt, \]
from which it follows from (2.20) that
\[ \int_0^1 g(t, x_n(t)) u_0(t) \, dt < \int_0^1 h(t) u_0(t) \, dt, \quad n \geq N, \]
a contradiction with assumption iii) and (2.21).
In a way similar to the case \( y_0 = u_0 \) we can also obtain a contradiction in the case \( y_0 = -u_0 \). Therefore, the solutions of (2.10) are bounded and the proof is complete.
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