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Abstract. In this paper we investigate a structure of the fixed point algebra under an action of compact matrix quantum group on a $C^*$-algebra $B$. We also show that the categories of $C$-comodules in $B$ and inner endomorphisms restricted to the fixed point algebra coincide when the relative commutant of the fixed point algebra is trivial. Next we show a version of the Tannaka duality theorem for twisted unitary groups.

1. Introduction

In [6] Doplicher and Roberts developed the duality theory for compact groups in the language of abstract symmetric, strict monoidal $C^*$-categories. This approach has become a useful tool for description of the superselection structure of a quantum field theory in $(3 + 1)$-dimensional spacetime by the representation theory of a compact gauge group (see [7]). In order to obtain a similar picture in the lower dimensional spaces (cf. [9, 10]) one should consider some class of ‘quantum’ groups. In [13, 14] quasi-Hopf $^*$-algebras have been considered as realizations of quantum gauge groups. However, it is evident that we need a more general class of ‘quantum’ groups. This statement can be justified by the remark that recently many attempts concerning generalized symmetries of physical systems have been published (cf. Chapter IV in [11], in particular see p. 155). In this paper we shall restrict ourselves to Woronowicz’s compact quantum groups ([23]). We are going to investigate the systems composed of a $C^*$-algebra $B$ and a compact quantum group acting on $B$. It seems to be interesting whether the theory of Doplicher and Roberts can be generalized to the class of such systems.

Our paper is an attempt to describe the duality theory for compact matrix quantum groups. Let us recall that such groups can be considered as quantum Lie groups. So, we will apply the program of [4, 5] to quantum $C^*$-systems with compact matrix quantum groups and we will obtain similar results. Particularly, the generalized Cuntz algebra associated with the twisted unitary group $S_qU(2)$ will be considered. In Corollary 5.7 we give some version of the Tannaka duality theorem for $S_qU(2)$. We also show that the fixed point subalgebra has the structure of crossed product of the algebra generated by Jones’ projections by a single endomorphism.
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The paper is organized as follows: In section 2 we recall some basic definitions concerning compact matrix quantum groups and their representations. In section 3 we prove a kind of duality theorem about equivalences of categories of representations of a quantum group and categories of endomorphisms of a fixed point algebra under an action of the quantum group. In section 4 we establish some basic facts about Cuntz algebras as well as some technical lemmas. In section 5 we study a special example of a quantum C*-system composed of the Cuntz algebra and the twisted unitary group.
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2. COMPACT MATRIX QUANTUM GROUPS

Let us recall some basic definitions about compact matrix quantum groups. For details see [23, 24, 25].

Definition 2.1 ([23]). A pair $G = (\mathcal{C}, u)$ is called a compact matrix quantum group (c.m.q.g.) if $\mathcal{C}$ is a unital C*-algebra and $u = [u_{ij}]_{i,j=1,...,N}$ is a matrix with entries in $\mathcal{C}$ such that the following conditions are fulfilled:

1. The $^*$-subalgebra $\mathcal{C}_0$ of $\mathcal{C}$ generated by entries of $u$ is dense in $\mathcal{C}$.
2. There exists a $C^*$-homomorphism (called a comultiplication) $\Delta : \mathcal{C} \to \mathcal{C} \otimes \mathcal{C}$ such that $\Delta(u_{ij}) = \sum_{k=1}^{N} u_{ik} \otimes u_{kj}$ for $i,j = 1, \ldots, N$.
3. There exists a linear antimultiplicative mapping (coinverse) $\kappa : \mathcal{C}_0 \to \mathcal{C}_0$ such that $\kappa(\kappa(C^*)) = C$ for $C \in \mathcal{C}_0$, and $\sum_{k=1}^{N} \kappa(u_{ik})u_{kj} = \delta_{ij}I = \sum_{k=1}^{N} u_{ik}\kappa(u_{kj})$ for any $i,j = 1, 2, \ldots, N$. $I$ denotes the unit of the algebra $\mathcal{C}$.

Definition 2.2. Let $G = (\mathcal{C}, u)$ be a c.m.q.g. and $K$ be a finite dimensional Hilbert space. A linear mapping $v : K \to K \otimes \mathcal{C}$ is called a representation of $G$ (or $\mathcal{C}$-comodule) if $(v \otimes \text{id}_{\mathcal{C}})v = (\text{id}_{K} \otimes \Delta)v$.

Remark 2.3. One can write $v(e_j) = \sum_{i=1}^{d} e_i \otimes v_{ij}$, $j = 1, \ldots, d$, where $d = \dim K$, $e_1, \ldots, e_d$ is an orthonormal basis of $K$, and $v_{ij} \in \mathcal{C}$ for $i,j = 1, \ldots, d$. Definition 2.2 yields

$$\Delta(v_{ij}) = \sum_{k=1}^{d} v_{ik} \otimes v_{kj}, \quad i,j = 1, \ldots, d.$$ (2.1)

So, given an orthonormal basis of $K$ one has a correspondence between representations of $G$ and elements $v = [v_{ij}] \in M_d(\mathcal{C}) \otimes \mathcal{C}$ satisfying the equation (2.1), where $M_d(\mathcal{C})$ stands for the $C^*$-algebra of complex $d \times d$ matrices.

The representation $u$ on $\mathcal{C}^N$ which in the canonical basis is defined by the matrix $[u_{ij}]_{i,j=1,...,N}$ is called the fundamental representation of $G$.

Let $v$ and $w$ be representations of $G$ acting on $K$ and $L$ respectively. A linear mapping $T : K \to L$ is called an intertwining operator between $v$ and $w$ if $w(Te) = (T \otimes \text{id}_{\mathcal{C}})(v(e))$ for any $e \in K$. The set of all intertwiners between representations $v$ and $w$ will be denoted by $\text{Mor}(v, w)$. The tensor product of representations $v$ and $w$ is the representation $v \otimes w$ acting on $K \otimes L$ defined by $(v \otimes w)(e_k \otimes f_l) = \sum_{i=1}^{d} \sum_{j=1}^{d'} e_i \otimes f_j \otimes v_{ik}w_{jl}$, $k = 1, \ldots, d$, $l = 1, \ldots, d'$, where $d = \dim K$, $d'$ =
dim$L$, $e_1, \ldots, e_d$ and $f_1, \ldots, f_d'$ are orthonormal bases of $K$ and $L$ respectively, and $[v_{ik}], [w_{lj}]$ are matrices of $v, w$ in those bases.

A representation $v$ acting on a Hilbert space $K$ is called unitary if the matrix $[v_{ij}]$ defined in Remark 2.3 is a unitary element of $M_d(C) \otimes C$, i.e. $\sum_{k=1}^d v_{ik}^* v_{jk} = \delta_{ij} I = \sum_{k=1}^d v_{ki}^* v_{kj}$ for any $i, j = 1, \ldots, d$.

3. Action of C.M.Q.G. on C*-algebras

Now, let $B$ be a unital C*-algebra. The crucial point in our consideration will be the notion of an action of a c.m.q.g. on the algebra $B$ (see [8]).

**Definition 3.1.** Let $G = (C, u)$ be a c.m.q.g. A morphism $\alpha : B \rightarrow B \otimes_{\text{min}} C$ of C*-algebras is called an action of $G$ on $B$ if $(\text{id} \otimes \Delta)\alpha = (\alpha \otimes \text{id}_C)\alpha$. The triple $(B, \alpha, G)$ will be called a quantum C*-system over a c.m.q.g. $G$.

A Hilbert space in a C*-algebra $B$ is a finite dimensional closed linear subspace $H$ of $B$ such that $\psi^* \psi \in CI$ for all $\psi, \psi' \in H$ (cf. [5]). The scalar product $(\cdot, \cdot)$ on the Hilbert space $H$ is defined by $(\psi, \psi')I = \psi^* \psi'$. So, for an orthonormal basis $\psi_1, \ldots, \psi_d$ of $H$ one has $\psi_i^* \psi_j = \delta_{ij} I$, $i, j = 1, \ldots, d$. Support of $H$ is the projection $1_H = \sum_{i=1}^d \psi_i^* \psi_i$; it does not depend on the choice of orthonormal basis in $H$. Moreover, one can define the inner endomorphism of $B$ associated with $H$: $\rho_H(B) = \sum_{i=1}^d \psi_i B \psi_i^*$ for $B \in B$, where $\psi_1, \ldots, \psi_d$ is any orthonormal basis of $H$.

Clearly,

$$1_H = \rho_H(I) \quad \text{and} \quad \psi B = \rho_H(B) \psi, \quad \psi \in H, \ B \in B.$$

The tensor product of two Hilbert spaces $H, H'$ in $B$ is the Hilbert space $HH' = \text{span}\{\psi \psi' : \psi \in H, \ \psi' \in H'\}$. Observe that $\rho_{HH'} = \rho_H \rho_{H'}$.

**Definition 3.2.** Let $(B, \alpha, G)$ be a quantum C*-system. We say that a Hilbert space $H$ in $B$ is a Hilbert $C$-comodule in $(B, \alpha, G)$ if $\alpha(H) \subset H \otimes C$ and the representation $\alpha_H$ of $G$ obtained by the restriction of the action $\alpha$ to $H$ is the unitary one.

**Lemma 3.3.** Let $H$ be a Hilbert $C$-comodule in $(B, \alpha, G)$. Then $\alpha(1_H) = 1_H \otimes I$.

**Proof.** Let $[v_{ij}]_{i,j=1, \ldots, d}$ be a unitary matrix of the representation $\alpha_H$ in an orthonormal basis $\psi_1, \ldots, \psi_d$ of $H$ (cf. Remark 2.3). Then $\alpha(1_H) = \sum_i \alpha(\psi_i) \alpha(\psi_i^*) = \sum_{i,k,l} \psi_k \psi_i^* \otimes v_{ki} v_{lj} = \sum_{k,l} \psi_k \psi_i^* \otimes \sum_i v_{ki} v_{lj} = \sum_k \psi_k \psi_i^* \otimes I = 1_H \otimes I$.

By $\mathcal{U}(B, \alpha, G)$ we will denote a category of Hilbert $C$-comodules in $(B, \alpha, G)$. More precisely, objects of $\mathcal{U}(B, \alpha, G)$ are Hilbert $C$-comodules $H$ in $(B, \alpha, G)$ and morphisms between two comodules $H$ and $H'$ are intertwiners between representations $\alpha_H$ and $\alpha_{H'}$, i.e.

$$\text{Mor}_H(H, H') = \left\{ T \in B : \begin{array}{c} T 1_H = T = 1_{H'} T, \\ \alpha_{H'}(T \psi) = (T \otimes I) \alpha_H(\psi), \ \psi \in H \end{array} \right\}.$$ Let $B^\alpha$ denote the subalgebra of fixed points under the action $\alpha$, i.e. $B^\alpha = \{ A \in B : \alpha(A) = A \otimes I \}$.

**Proposition 3.4.** Suppose $H, H'$ are Hilbert $C$-comodules in $(B, \alpha, G)$, and $T \in \text{Mor}_H(H, H')$. Then $T \in B^\alpha$.

**Proof.** Lemma 3.3 implies that $\alpha(T) = \alpha(T 1_H) = \sum_i \alpha_{H'}(T \psi_i) \alpha(\psi_i^*) = \sum_i (T \otimes I) \alpha_H(\psi_i) \alpha(\psi_i^*) = (T \otimes I) \alpha(1_H) = T \otimes I$. \hfill \square
Lemma 3.5. Let $H$ be an object in $\mathcal{U}(B, \alpha, G)$. Then $\rho_H(B^\alpha) \subset B^\alpha$.

Proof. Let $\psi_1, \ldots, \psi_d$ and $[v_{ij}]_{i,j=1,\ldots,d}$ be as in the proof of Lemma 3.3 and $A \in B^\alpha$. Then $\alpha(\rho_H(A)) = \sum_i \alpha(\psi_i)\alpha(A)\alpha(\psi_i)^* = \sum_{i,j,k} \psi_j A\psi_k^* \otimes v_{ji} \epsilon_{ki} = \sum_j \psi_j A\psi_j^* \otimes I = \rho_H(A) \otimes I$. \hfill $\Box$

Let $\sigma_H$ be an endomorphism of $B^\alpha$ obtained by the restriction $\rho_H$ to $B^\alpha$. By $\mathcal{I}(B, \alpha, G)$ we denote the category such that its objects are endomorphisms $\sigma_H$ with $H$ being an object in $\mathcal{U}(B, \alpha, G)$ while morphisms of $\mathcal{I}(B, \alpha, G)$ are defined as follows: for any two endomorphisms $\sigma, \sigma'$

$$\text{Mor}_\mathcal{I}(\sigma, \sigma') = \{T \in B^\alpha : T\sigma(I) = \sigma'(I)T, T\sigma(A) = \sigma'(A)T, A \in B^\alpha\}.$$ 

Both $\mathcal{U}(B, \alpha, G)$ and $\mathcal{I}(B, \alpha, G)$ have the structure of monoidal $C^*$-categories (cf. [5, 6]).

Theorem 3.6. Let $(B, \alpha, G)$ be a quantum $C^*$-system over a c.m.q.g. $(C, u)$. Then there is a faithful functor $F$ from $\mathcal{U}(B, \alpha, G)$ to $\mathcal{I}(B, \alpha, G)$. If also $(B^\alpha)' \cap B = CI$, then $F$ is an isomorphism of monoidal $C^*$-categories.

Proof. Define $F$ on an object $H$ of $\mathcal{U}(B, \alpha, G)$ as $F(H) = \sigma_H$ and suppose that $T \in \text{Mor}_\mathcal{U}(H, H')$ for some objects $H, H'$ of $\mathcal{U}(B, \alpha, G)$. By Proposition 3.4 $T \in B^\alpha$, while (3.2) implies $T\sigma_H(I) = T = \sigma_H(I)T$. (3.2) gives also $T\sigma_H(A)\psi = T\psi A = \sigma_H(A)T\psi$, for $A \in B^\alpha$, $\psi \in H$. So, $T\sigma_H(A)1_H = \sigma_H(A)T1_H$, hence $T \in \text{Mor}_\mathcal{I}(\sigma_H, \sigma_H)$. Then, we can define $F(T) = T$ and $F$ is a faithful functor. Given $\phi \in B$ such that $\phi A = \sigma_H(A)\phi$ for $A \in B^\alpha$, one has $\psi^* \phi A = \psi^* \sigma_H(A)\phi = \psi^* A\phi$ for $\psi \in H$. So, $\psi^* \phi \in (B^\alpha)' \cap B$. Assuming $(B^\alpha)' \cap B = CI$ one obtain $\psi^* \phi = I(I)$ for an orthonormal basis $\psi_1, \ldots, \psi_d$ of $H$. Hence, $\phi = \sigma_H(I)\phi = \sum_i \psi_i^* \phi \sum_i \lambda_i \psi_i \in H$. So, the Hilbert space $H$ is uniquely determined by its inner endomorphism $\sigma_H$, i.e. $H = \{\phi \in B : \phi A = \sigma_H(A)\phi \text{ for } A \in B^\alpha\}$. Let $T \in \text{Mor}_\mathcal{I}(\sigma_H, \sigma_H)$ and let $\psi_1, \ldots, \psi_d$ be a basis of $H$ (H' respectively). Then, $\psi_j T^* \sigma_H(A)\psi_i = \psi_j \psi_i^* \sigma_H(A)T\psi_i = \sigma_H(A)T\psi_i$, $A \in B^\alpha$. Thus $\psi_j^* T^* \psi_i = \lambda_{ij} I$ for $i = 1, \ldots, d$, $j = 1, \ldots, d$. So $T = \sigma_H(I)T\sigma_H(I) = \sum_{i,j} \lambda_{ij} \psi_i^* \psi_j^* \epsilon_{ij}$, hence $TH \subset H'$. Moreover, $(T \otimes I)\alpha(\psi) = \alpha(T)\alpha(\psi) = \alpha(T)\psi$ for $\psi \in H$. Consequently, we conclude that $T \in \text{Mor}_\mathcal{U}(H, H')$. \hfill $\Box$

4. Preliminaries about Cuntz algebras

To describe the action of the quantum group $S_q U(2)$ we will need some basic facts about Cuntz algebras as well as some technical lemmas. Therefore, for the reader's convenience we will provide the necessary material in this section.

Recall that the Cuntz algebra $O_d$ for $d \in \mathbb{N}$, $d > 1$, is a $C^*$-algebra generated by $d$ isometries $\psi_1, \ldots, \psi_d$ such that $\psi_i^* \psi_j = \delta_{ij} I$, $i, j = 1, \ldots, d$, and $\sum_{i=1}^d \psi_i^* \psi_i = I$. In [3] Cuntz has showed that $O_d$ is uniquely defined by these conditions and it is simple, i.e. it contains no nontrivial ideals.

Let $H = \text{span}\{\psi_1, \ldots, \psi_d\}$, and let $H^k$ denote the $k$-th tensor power of $H$, i.e. $H^k = \text{span}\{\psi_{i_1} \cdots \psi_{i_k} : i_1, \ldots, i_k = 1, \ldots, d\}$. Linear operators from $H^k$ to $H^l$ can be identified with elements of $H^l H^{*k}$, where $H^l H^{*k} = \text{span}\{\phi_1 \phi_2^* : \phi_1 \in H^l, \phi_2 \in H^{*k}\}$. Let us observe that for every $k, l \geq 0$, $\phi_1 \in H^l$, $\phi_2 \in H^{*k}$ we can write $\phi_1 \phi_2^* = \sum_{i=1}^d \phi_1 \psi_i^* \phi_2^* \phi_1 \phi_2^* \in H^{l+1} H^{*(k+1)}$. Hence, there is the natural inclusion $H^l H^{*k} \subset H^{l+1} H^{*(k+1)}$. 
By $P_d$ we will denote the dense $^\ast$-subalgebra in $O_d$ generated algebraically by $\psi_1, \ldots, \psi_d$. The structure of $P_d$ can be described by saying that it is a graded $^\ast$-algebra, i.e.

$$P_d = \bigoplus_{k \in \mathbb{Z}} P_d^k,$$

where

$$P_d^k = \bigcup_{n, n+k \geq 0} H^{n+k}H^n.$$

In order to get the similar description of $O_d$ we will consider the gauge action $\beta$ of the one dimensional torus $T^1$ on $O_d$ which is determined by the condition:

$$\beta_t(\psi_i) = t\psi_i \text{ for } t \in T^1, \ i = 1, \ldots, d.$$

Let $m_k(X) = \int_{T^1} t^{-k} \beta_t(X)dt$ for each $k \in \mathbb{Z}$ and $X \in O_d$, where $dt$ stands for the normalized Haar measure on the group $T^1$. Then $m_k$ is a projection of norm 1 defined on the Banach space $O_d$. Let $O_d^k$ be the range of $m_k$ i.e.

$$O_d^k = \{ X \in O_d : m_k(X) = X \}.$$ 

We then have easy

**Proposition 4.1.** Let $k \in \mathbb{Z}$. Then

i) $O_d^k = \{ X \in O_d : \beta_t(X) = t^k X, \ t \in T^1 \}$,

ii) $O_d^0 = P_d$.

The projection $m_0$ is in fact a completely positive conditional expectation onto the fixed point subalgebra $O_d^0$. Moreover, for every $X \in P_d$ we have $X = \sum_k m_k(X)$. Let us remark that the fixed point subalgebra $O_d^0$ is the inductive limit of matrix algebras (cf. (4.1)), so it has a structure of UHF-algebra of type $d^\infty$.

**Proposition 4.2.** For $X \in O_d$, if $m_k(X) = 0$ for each $k \in \mathbb{Z}$ then $X = 0$.

**Proof.** Use a similar argument to that given in the proof of Proposition 1.10 in [3].

Let $G = (C, u)$ be a c.m.q.g. Given a unitary representation of $G$ on $H$ defined in the basis $\psi_1, \ldots, \psi_d$ by a matrix $v = [v_{ij}]_{i,j=1,\ldots,d}$ we can determine an action $\alpha$ of $G$ on $O_d$ by defining it on generators (see [12], [8]):

$$\alpha(\psi_j) = \sum_{i=1}^d \psi_i \otimes v_{ij}, \ j = 1, \ldots, d.$$ 

Definition (4.2) leads to $\alpha(H^kH^*k) \subset H^kH^*k \otimes C$ for every $k = 1, 2, \ldots$, i.e.

$H^kH^*k$ is invariant with respect to the action $\alpha$ and so is $O_d^0$.

Further, let us recall that the Haar measure $h$ on $G$ can be considered as a state on $C$ such that $(h \otimes \text{id}_C) (\Delta(a) = h(a)I = (\text{id}_C \otimes h) \Delta(a)$, for any $a \in C$. It is known ([23]) that each c.m.q.g admits the unique Haar measure. Let us define $E_a = (\text{id}_C \otimes h) \alpha$. Then $E_a$ is a projection of norm 1 from $O_d$ onto the fixed point algebra $O_d^0$ under the action $\alpha$ ([12]). It is easy to check that the action $\alpha$ of c.m.q.g. $G$ commutes with the action $\beta$ of $T^1$, i.e.

$$\alpha(\beta_t(X)) = (\beta_t \otimes \text{id}_C) \alpha(X),$$ 

for every $X \in O_d$ and $t \in T^1$.

**Proposition 4.3.** If $X \in O_d^0$ then $m_k(X) \in O_d^0$ for each $k \in \mathbb{Z}$.

**Proof.** Let $X \in O_d^0$. Then

$$\alpha(m_k(X)) = \int_{T^1} t^{-k} \alpha(\beta_t(X))dt = \int_{T^1} t^{-k} (\beta_t \otimes \text{id}_C) (\alpha(X))dt$$

$$= \int_{T^1} t^{-k} (\beta_t \otimes \text{id}_C) (X \otimes I)dt = \int_{T^1} t^{-k} (\beta_t(X) \otimes I)dt$$

$$= \int_{T^1} t^{-k} \beta_t(X)dt \otimes I = m_k(X) \otimes I. \quad \Box$$
Proposition 4.4. For every \( k \in \mathbb{Z} \) one has \( E_\alpha(O_d^k) \subset O_d^k \) and \( E_\alpha(P_d^k) \subset P_d^k \).

Proof. Let \( X \in O_d^k \), i.e. \( \beta_t(X) = t^k X \). Then
\[
\beta_t(E_\alpha(X)) = (\beta_t \otimes \text{id}_C)(\text{id}_{O_d} \otimes h)\alpha(X) = (\text{id}_{O_d} \otimes h)(\beta_t \otimes \text{id}_C)\alpha(X) \\
= (\text{id}_{O_d} \otimes h)\alpha(\beta_t(X)) = t^k E_\alpha(X).
\]

Hence \( X \in O_d^k \). The second inclusion is implied by the obvious one \( E_\alpha(P_d) \subset P_d \).

Let \( \alpha^n \) denote the restriction of \( \alpha \) to the space \( H^n \). Our notation follows from the observation that such a restriction can be considered as the \( n \)-th tensor power of the representation \( v \) (cf. the definition of \( \alpha \) in (4.2)). We shall need the category \( \mathcal{U} \) of tensor powers of the representation \( \alpha \), i.e. \( \text{Obj} \mathcal{U} = \{ \alpha^n : n = 0, 1, 2, \ldots \} \) (where \( \alpha^0 : CI \rightarrow CI \otimes C : I \rightarrow I \otimes I \) and \( \text{Mor}(\alpha^n, \alpha^m) \) are the intertwining elements.

Let us remark that \( \mathcal{U} \) is a monoidal \( C^* \)-category. By Proposition 3.4 we know that morphisms of the category \( \mathcal{U} \) are in the fixed point algebra \( O_d^0 \).

Let \( \rho(X) = \sum_i \psi_i X\psi_i^* \), \( X \in O_d \), be the canonical inner endomorphism of \( O_d \) and \( \sigma \) be its restriction to the subalgebra \( O_d^0 \). We define a category \( \mathcal{I} \) with \( \text{Obj} \mathcal{I} = \{ \sigma^n : n = 0, 1, 2, \ldots \} \) and \( \text{Mor}(\sigma^n, \sigma^m) = \{ T \in O_d^0 : T \sigma^n(A) = \sigma^m(A)T, A \in O_d^0 \} \).

As in the proof of Theorem 3.6 one can see that \( \text{Mor}(\sigma^n, \sigma^m) \subset \text{Mor}(\sigma^n, \sigma^m) \). The converse inclusion will be showed in the special case when \( G \) is exactly the \( S_q U(2) \).

We conclude this section with the following two lemmas.

Lemma 4.5. Let \( p \in \mathbb{N} \) and \( S \in H^p \) be an isometry, i.e. \( S^*S = I \). If \( X \in O_d^0 \) commutes with \( S \) or with \( S^* \) then \( X \in CI \).

Proof. The assumption of the lemma implies \( X = S^{*n}XS^n \) for every \( n \in \mathbb{N} \). On the other hand, let us observe that for every \( r \in \mathbb{N} \) we can choose \( n_r \in \mathbb{N} \) and \( X_r \in H^{pr}, H^{*pr} \) such that \( \|X - X_r\| < r^{-1} \). The conditions \( S^{*n_r} \in H^{pr} \) and \( S^n_r \in H^{pr} \), for each \( r \), imply: there exist \( \lambda_r \in \mathbb{C} \) such that \( S^{*n_r}X_rS^n_r = \lambda_r I \).

Consequently, we have
\[
\|X - \lambda_r I\| = \|S^{*n_r}XS^n_r - S^{*n_r}X_rS^n_r\| = \|S^{*n_r}(X - X_r)S^n_r\| \\
\leq \|X - X_r\| < r^{-1}.
\]

Hence, \( \lim_{r \to \infty} \lambda_r I = X \), and \( X \in CI \).

Lemma 4.6. Let \( p \in \mathbb{N} \) and \( S \in H^p \) be an isometry. If \( X \in O_d \) commutes with \( S \) and \( S^* \), then \( X \in CI \).

Proof. Let \( X \in O_d \). Then, \( m_l(XS) = \int t^{-l}\beta_t(XS)dt = \int t^{-l}\beta_t(X)t^lSdt = m_{-l+p}(XS) \) for \( l \in \mathbb{Z} \). In the same way we can check that \( m_l(SX) = Sm_{-p}(X) \). Hence, if \( X \) commutes with \( S \) then \( m_k(X) \) commutes with \( S \) for every \( k \in \mathbb{Z} \).

Similarly, if \( X \) commutes with \( S^* \) then \( m_k(X) \) commutes with \( S^* \). So (cf. Proposition 4.1), for each \( k \in \mathbb{Z} \) elements \( m_k(X)^*m_k(X), m_k(X)m_k(X)^* \) of \( O_d^0 \) commute with \( S \) and by preceding lemma they are multiples of unity. Hence, \( m_k(X) \) is a multiple of unitary element \( U \in O_d \). Using the argument given in [2] (see also [1]) one can show that if there is a unitary \( U \) in \( O_d^0 \) then \( k = 0 \).

Namely, taking \( U^* \) instead \( U \) if necessary, we can assume that \( k \geq 0 \). Then, \( V = U\psi_1^k \in O_d^0 \), \( VV^* = I \) and \( V^*V = \psi_1^k \psi_1^k \), where \( \psi_1 \) is one of the generators of \( O_d \). If \( \omega \) is the trace on the UHF-algebra \( O_d^0 \) then
Suppose now that $\lambda = \lambda(\sum_{k,n,m} \alpha_{k,n,m} a_{k,n,m})$ we need some lemma about the Haar measure on $\mathbb{S}$. Where

\begin{equation}
(5.1)
k,n,m
\end{equation}

and the summation is over such systems $(k,n,m)$. Hence, for Proposition 4.2 $X \in \mathcal{C}J$.

5. Action of $S_qU(2)$

Recall ([22]) that $S_qU(2)$ is the pair $(A, u)$ where $A$ is the $C^*$-algebra generated by two elements $a, c$ fulfilling the following relations:

\begin{equation}
(5.2)
\begin{aligned}
a^*a + c^*c &= I, \\
c|c^*| &= I,
\end{aligned}
\end{equation}

where $q \in [-1, 1]$, $q \neq 0$, and $u$ is the matrix

\begin{equation}
(5.4)
\begin{pmatrix}
a & -qc^* \\
q & a^*
\end{pmatrix}
\end{equation}

Now, we want to describe the structure of the fixed point algebra $\mathcal{O}_q^0$. For this we need some lemma about the Haar measure on $S_qU(2)$. For $k \in \mathbb{Z}$, $n, m \in \mathbb{N}_0$ ($\mathbb{N}_0 = \mathbb{N} \cup \{0\}$) we define $a_{k,n,m} = a_k^* c^* c^* m$ where for negative $k$ we set $a_k^* = a_k^{|k|}$. Then it is known ([22], Theorem 1.2) that the set $\{a_{k,n,m} : k \in \mathbb{Z}, n, m \in \mathbb{N}_0\}$ is the linear basis of the $*$-algebra $\mathcal{A}_0$ generated by elements $a, c$. Hence, for every $b \in \mathcal{A}_0$ one has $b = \sum_{k,n,m,a_{k,n,m}} \lambda_{k,n,m} a_{k,n,m}$, where coefficients $\lambda_{k,n,m}$ are uniquely defined and $\lambda_{k,n,m} = 0$ for almost every system $(k, n, m)$.

**Lemma 5.1.** Let $r \in \mathbb{N}$ and let $b_1, b_2, \ldots, b_r \in \{a, a^*, c, c^*\}$. If $b_1b_2\ldots b_r = \sum_{k,n,m,a_{k,n,m}} \lambda_{k,n,m} a_{k,n,m}$ then for every $k, n, m$ we have that $\lambda_{k,n,m} \neq 0$ implies $k + n + m \equiv r(\text{mod} 2)$.

**Proof.** Induction with respect to $r$. If $r = 1$ then the statement is obvious. Suppose that it is true for some $r$ and let $b_1, \ldots, b_r, b_{r+1}$ be as in the lemma. Then $b_1\ldots b_rb_{r+1} = \sum_{k,n,m,a_{k,n,m}} \lambda_{k,n,m} a_{k,n,m} b_{r+1}$ and by the inductive assumption, if $\lambda_{k,n,m} \neq 0$ then $k + n + m - r$ is even. Relations (5.1) and simple calculations lead to: for every $k, n, m$ one has $a_{k,n,m} b_{r+1} = \sum_{k', n', m'} \lambda_{k', n', m'} a_{k', n', m'}$, where $\lambda_{k', n', m'} \neq 0$ for at most two systems $(k', n', m')$ such that $k' + n' + m' - k - n - m$ is odd. So, $b_1\ldots b_rb_{r+1} = \sum_{k', n', m'} \chi_{k', n', m'} a_{k', n', m'}$, where

\begin{equation}
(5.3)
\begin{aligned}
\chi_{k', n', m'} &= \sum_{k,n,m} \lambda_{k,n,m} \lambda_{k', n', m'}
\end{aligned}
\end{equation}

and the summation is over such systems $(k, n, m)$ that $k' + n' + m' - k - n - m$ is odd. Suppose now that $\chi_{k', n', m'} \neq 0$ for some $k', n', m'$. It means that in (5.3) there is a nonzero ingredient, i.e. there is a system $(k, n, m)$ such that $k' + n' + m' - k - n - m$ is odd and $\lambda_{k,n,m} \neq 0$. $k + n + m - r$ is even by the inductive assumption. Then, $k' + n' + m' - (r + 1)$ is even too.

Let us fix some important elements in $\mathcal{O}_q^0$ (see [24]):

\begin{equation}
(5.4)
\theta = \psi_1 \psi_1^* \psi_1^* + \psi_2 \psi_2^* \psi_2^* + q \psi_1 \psi_2^* \psi_1^* + q \psi_1 \psi_2^* \psi_2^* + (1 - q^2) \psi_2 \psi_1 \psi_2^* ,
\end{equation}

\begin{equation}
(5.5)
S = (1 + q^2)^{-\frac{1}{2}} (\psi_1 \psi_2 - q \psi_2 \psi_1).
\end{equation}
Remark 5.2. The selfadjoint element $\theta \in H^2 H^{*2}$ fulfills the following relations:

H1) $\sigma^n(\theta)\sigma^{n+1}(\theta)\sigma^n(\theta) = \sigma^{n+1}(\theta)\sigma^n(\theta)\sigma^{n+1}(\theta)$ for $n \in \mathbb{N}_0$,

H2) $\sigma^n(\theta)\sigma^m(\theta) = \sigma^m(\theta)\sigma^n(\theta)$ for $n, m \in \mathbb{N}_0$ such that $|n - m| > 1$,

H3) $\theta = (1 - q^2)\theta + q^2 I$.

Moreover, it is known ([24]) that

H4) for every $n \geq 2$ the $C^*$-algebra $O^*_2 \cap H^n H^{*n}$ is generated by elements $\sigma^m(\theta)$, $m = 0, \ldots, n - 2$.

For $q = 1$ the element $\theta$ is just the flip operator on $H^2 H^{*2} \cong M_2(C) \otimes M_2(C)$. Moreover, if $1 \leq m \leq n - 1$ then $\sigma^{m-1}(\theta)$ interchanges $m$-th and $(m + 1)$-th factors in $H^n H^{*n} \cong M_2(C)^{\otimes n}$. Let $s_1, \ldots, s_{n-1} \in S_n$ be reflections generating the symmetric group $S_n$. Then the mapping $s_m \mapsto \sigma^{m-1}(\theta)$ can be extended to a representation of the group $S_n$ in the algebra $H^n H^{*n}$. By taking inductive limits we obtain a representation of $S_\infty$ on the UHF-algebra $O^*_2 \cong M_2(C)^{\otimes \infty}$ which is nothing but the one constructed in [17] and [16] (see also [18]). Of course this representation can be extended to a representation $\pi$ of the algebra $C(S_\infty)$ (the inductive limit of the group algebras $C(S_n)$) in the algebra $O^*_2$. Thus we arrive at the permutation symmetry (see [4]) and we have $\pi(C(S_\infty)) = O^*_2 \otimes^\alpha(M_2(C) \otimes M_2(C))$.

For an arbitrary $q \in [-1, 1]\{0\}$ let $g_1, \ldots, g_{n-1}$ be the generators of the Hecke algebra $H_n(q^2)$ (see [21]). Then due to the relations H1)–H3) from Remark 5.2 the mapping $g_m \mapsto \sigma^{m-1}(\theta)$, $m = 1, \ldots, n - 1$, can be extended to a representation of $H_n(q^2)$ in $H^n H^{*n}$. Moreover, the similar inductive limits argument leads to a representation $\pi_q$ of $H(q^2)$ in $O^*_2$.

Proposition 5.3.1. The element $S \in H^2$ defined in (5.5) is an isometry and $SS^* \in H^2 H^{*2}$ is a spectral projection of $\theta$.

Moreover, $S$ fulfills the following relations:

2. $S^*\sigma(S) = -(q + q^{-1})^{-1}I$,

3. $\sigma^n(SS^*)\sigma^m(SS^*) = \sigma^m(SS^*)\sigma^n(SS^*)$ for $n, m \in \mathbb{N}_0$ such that $|n - m| > 1$,

4. $\sigma^n(SS^*)\sigma^m(SS^*)\sigma^n(SS^*) = (q + q^{-1})^{-2}\sigma^n(SS^*)$ for $n, m \in \mathbb{N}_0$ such that $|n - m| = 1$.

Proof. 1. $\theta = I - (1 + q^2)SS^* = (I - SS^*) - q^2SS^*$. The other points are consequences of simple calculations. \qed

Remark 5.4. 5.3.3 and 5.3.4 show that the family $\{\sigma^l(SS^*) : l \in \mathbb{N}_0\}$ can be considered as the system of Jones’ projections (see [12]).

Theorem 5.5. $O^*_2$ is the smallest $C^*$-subalgebra of $O_2$ which contains $S$ and is stable under the canonical endomorphism $\rho$.

Proof. Let $C^*(S, \rho)$ denote the smallest $C^*$-algebra containing $S$ and invariant under $\rho$. It is obvious that $C^*(S, \rho) \subset O^*_2$ (cf. Lemma 3.5). In order to prove the converse inclusion, first we will show that $O^*_2 \cap \mathcal{P}_2 \subset C^*(S, \rho)$. By Proposition 4.3 it suffices to prove that $O^*_2 \cap \mathcal{P}_2^k \subset C^*(S, \rho)$ for every $k \in \mathbb{Z}$. Consider the case $k = 0$. $O^*_2 \cap \mathcal{P}_2^0 = \bigcup_n O^*_2 \cap H^n H^{*n}$ and from Remark 5.2.H4) we see that $O^*_2 \cap \mathcal{P}_2^0$ is generated by $\sigma^n(\theta)$, $m \in \mathbb{N}_0$. Proposition 5.3 implies that $\theta \in C^*(S, \rho)$, so $O^*_2 \cap \mathcal{P}_2^k \subset C^*(S, \rho)$. Next, let $X \in O^*_2 \cap \mathcal{P}_2^l$ for some $l \in \mathbb{Z}$. By taking $X^*$ if necessary, we can assume that $l \geq 0$. Then $X S^{*l} \in O^*_2 \cap \mathcal{P}_2^{2l} \subset C^*(S, \rho)$ and $X = XS^{*l} S^l \in C^*(S, \rho)$. It remains to show that $O^*_2 \cap \mathcal{P}_2^{2l+1} = \{0\}$ for every $l \in \mathbb{Z}$.

Proposition 4.4 yields

\begin{equation}
O^*_2 \cap \mathcal{P}_2^{2l+1} = E_\alpha(\mathcal{P}_2^{2l+1}).
\end{equation}
Let $X$ be an element of $\mathcal{P}_2^{2l+1}$ of the form

$$(5.7) \quad X = \psi_{i_1} \cdots \psi_{i_n} \psi_{i_{n+1}} \cdots \psi_{i_{n+2l+1}} \psi_{j_1}^* \cdots \psi_{j_1}^*$$

for some $n \in \mathbb{N}$ and $i_1, \ldots, i_{n+2l+1}, j_1, \ldots, j_n = 1, 2$. Then

$$E_\alpha(X) = \sum_{p_1, \ldots, p_{n+2l+1}} h \left( u_{p_1i_1} \cdots u_{p_{n+2l+1}i_{n+2l+1}} u_{r_{1j_1}}^* \cdots u_{r_{1j_1}}^* \right) \times \psi_{p_1} \cdots \psi_{p_{n+2l+1}} \psi_{r_{1j_1}}^* \cdots \psi_{r_{1j_1}}^*$$

where matrix elements $u_{ij}$ are given by $(5.2)$. Thus, Lemma 5.1 implies that the element $u_{p_1i_1} \cdots u_{p_{n+2l+1}i_{n+2l+1}} u_{r_{1j_1}}^* \cdots u_{r_{1j_1}}^*$ is a linear combination of elements $a_{knm}$ such that $k + n + m$ is odd. But $h(a_{knm}) \neq 0$ if and only if $k = 0$ and $n = m$ ([23]), so $h \left( u_{p_1i_1} \cdots u_{p_{n+2l+1}i_{n+2l+1}} u_{r_{1j_1}}^* \cdots u_{r_{1j_1}}^* \right) = 0$ for every $i_1, i_{n+2l+1}, j_1, \ldots, j_n, p_1, \ldots, p_{n+2l+1}, r_1, \ldots, r_n$. Therefore, $E_\alpha(X) = 0$. $\mathcal{P}_2^{2l+1}$ is spanned by elements of the form $(5.7)$ (see (4.1)), so $E_\alpha(X) = 0$ for every $X \in \mathcal{P}_2^{2l+1}$ and by $(5.6) \mathcal{O}_2^2 \cap \mathcal{P}_2^{2l+1} = \{0\}$. Secondly, we know that $\mathcal{O}_2^2 \cap \mathcal{P}_2$ is dense in $\mathcal{O}_2^2$ (see Lemma 6 of [12]). Therefore it is clear that $\mathcal{O}_2^2 \subset C^*(S, \rho)$.

Lemma 4.6 and the above theorem lead to

**Lemma 5.6.** The subalgebra $\mathcal{O}_2^2$ has the trivial relative commutant in $\mathcal{O}_2$, i.e. $(\mathcal{O}_2^2)' \cap \mathcal{O}_2 = C\mathbb{I}$.

Consequently, Theorem 3.6 and Lemma 5.6 give

**Corollary 5.7.** For every $X \in \mathcal{O}_2^\alpha$ the following conditions are equivalent:

i) $X \in \text{Mor}(\alpha^n, \alpha^m)$,

ii) $X \sigma^n(Y) = \sigma^m(Y)X$, for $Y \in \mathcal{O}_2^\alpha$.

We conclude this section with a discussion of the structure of the fixed point algebra $\mathcal{O}_2^\alpha$. To this end let us recall that the authors of [12] have considered the twisted unitary group $qU(2)$ and its action $\alpha'$ on $\mathcal{O}_2$ is. They have proved that the fixed point algebra $\mathcal{O}_2^\alpha$ of this action is exactly $\mathcal{O}_2^\alpha \cap \mathcal{O}_2^\prime$.

Let $\tau(A) = SAS^*$, $A \in \mathcal{O}_2^\prime$, be the endomorphism of $\mathcal{O}_2^\prime$ induced by the isometry $S$. From the proof of Theorem 5.3 we can observe that every element $A \in \mathcal{O}_2^\alpha \cap \mathcal{O}_2^\prime$ is of the form

$$(5.8) \quad A = \begin{cases} BS^l, & \text{if } l \geq 0, \\ S^*B, & \text{if } l < 0, \end{cases}$$

where $B \in \mathcal{O}_2^\prime$. Then, $\mathcal{O}_2^\alpha$ has the structure of crossed product of $\mathcal{O}_2^\prime$ by the endomorphism $\tau$ (see [15]). Indeed, we have the following universal property (cf. Lemma 3.8 of [5])

**Proposition 5.8.** Let $\varphi_0 : \mathcal{O}_2^\prime \to \mathcal{B}$ be a morphism of unital $C^*$-algebras and $R \in \mathcal{B}$ be an isometry of $\mathcal{B}$ such that $R\varphi_0(A)R^* = \varphi_0(\tau(A))$, for $A \in \mathcal{O}_2^\prime$. Then $\varphi_0$ extends uniquely to a morphism $\varphi : \mathcal{O}_2^\alpha \to \mathcal{B}$ with $\varphi(S) = R$.

**Proof.** It is the simple consequence of $(5.8)$. \qed
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