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Abstract. We give examples of the interior derivative blow-up solutions for
the curvature evolution of capillary surfaces over a bounded domain in \( \mathbb{R}^N \).

1. Introduction

Let \( \Omega \subset \mathbb{R}^N \) be a bounded domain with boundary of class \( C^k \) \( (k \geq 2) \). We are
concerned with the problem:

\[
\frac{1}{\sqrt{1 + |Du|^2}} \frac{\partial u}{\partial t} - \text{div} \left( \frac{Du}{\sqrt{1 + |Du|^2}} \right) - \kappa u = 0 \quad \text{in } \Omega \times (0, T),
\]

\[
u = 0 \quad \text{on } \partial \Omega \times (0, T),
\]

\[
N(x, 0) = N_0(x) \geq 0 \quad \text{on } \Omega,
\]

where \( Du \) denotes the gradient of \( u \) and \( \kappa > 0 \) a positive constant. \( u_0 \) is a continuous
function with compact support, which will be taken in a class defined later.

The equation (1) originates in the curvature evolution for capillary surfaces. In
fact, one can express (1) in the form

\[
v = H + \kappa u,
\]

where \( v \) means the normal velocity and \( H \) the mean curvature. The force term \( \kappa u \)
will be legitimately called a capillary term with a capillarity constant \( \kappa \) (see [5]). The
topic of curvature evolution has attracted many researchers and much progress
has been made. However, only a little attention seems to be paid to the analysis of
(4). We refer to [8], [12].

Our interest is in the interior derivative blow-up, which is motivated by a recent
work of Y. Giga [6]. He discussed a one-dimensional parabolic equation

\[
u_t - a(u_x)u_{xx} - f(u_x)g(u_x) = 0 \quad \text{in } \Omega \times (0, T),
\]

\[
u = 0 \quad \text{on } \partial \Omega \times (0, T),
\]

\[
u(x, 0) = \nu_0 \quad \text{in } \Omega,
\]

and constructed derivative blow-up solutions. By derivative blow-up, we mean that
the gradient of \( u \) goes to infinity as \( t \to T \) but \( \text{sup}_{\Omega} |u| \) stays bounded. Here \( \Omega \) is an
open interval and \( a > 0, f \geq 0, g \) are \( C^1 \)-class functions on \( \mathbb{R} \) assumed to satisfy some growth relations. Typical examples include
\[
a(p) = 1/(1 + p^2)^\alpha, \quad g(p) = (1 + p^2)^{1/2}, \quad \alpha \geq 1/2,
\]
and \( f \) is globally Lipschitz.

One of the authors extends [6] to the radially symmetric case of (1) and shows examples of similar derivative blow-ups [2]. In the present paper, on the other hand, we remove the restriction of radial symmetry from [2] and present interior derivative blow-up solutions. Our main result is the theorem in the next section.

The method of construction we employ as well as in [2] is based on the idea of [6], which relies on a geometric argument. We deform a surface of constant mean curvature self-similarly in time so as to formulate sub- and supersolutions. The same consideration is applied to estimate the boundary gradient; the distance function from the boundary is involved. To our knowledge, this type of technique to give boundary gradient estimates by use of the distance function seems to be new.

The derivative blow-up phenomenon is now going under investigation by several authors. Most researches, however, seem to be focused on the boundary gradient blow-up. Moreover, known results of the interior derivative blow-up are essentially one-dimensional. In this respect, we refer to a recent work by S.B. Angenent and M. Fila [1]. For other studies, see [3], [4], [9], [10] and the references therein.

2. Interior derivative blow-up solutions

We begin with introducing some notations to state our result clearly.

Let \( B_R \subset \Omega \) be the biggest ball contained in \( \Omega \) and take a coordinate system so that the zero is the origin of \( B_R \). Since \( \partial \Omega \) is \( C^k \) with \( k \geq 2 \), the distance function \( d(x) := \text{dist}(x, \partial \Omega) \) is defined and \( C^k \) on \( \Gamma_\mu := \{ x \in \Omega \mid d(x) \leq \mu \} \), where \( \mu > 0 \) is sufficiently small. See [7, §14.6] or [11]. Choose \( m > 6/R \) so large that \( |\Delta d|/m \leq \frac{1}{2} \) on \( \Gamma_{1/m} \).

Fix positive constants \( M, n \) with the condition
\[
M > 5mN + n, \quad 1 \gg n + \frac{n}{\kappa}, \quad 2mn > \kappa,
\]
taking \( m \) larger if necessary, and consider the next ordinary differential equations:
\[
\lambda_1'(t) = m \left( M - \frac{mN}{\lambda_1(t)} \right), \quad \lambda_1(0) = 1,
\]
\[
\lambda_2'(t) = -m \left( n + \frac{2mN}{\lambda_2(t)} \right), \quad \lambda_2(0) = 1.
\]
The solution \( \lambda_1(t) \) of (5) exists for all \( t \geq 0 \) with \( \lambda_1'(t) > 0 \). We define \( t_0 = t_0(m, M) \) so that \( \lambda_1(t) \leq 2 \) on \( 0 \leq t \leq t_0 \). The solution \( \lambda_2(t) \) of (6) exists for \( 0 \leq t < \tau_0 \) with \( \lambda_2'(t) < 0 \), where \( \tau_0 \) is the maximal existence time. We define \( \tau_1 = \tau_1(m) \) so that \( \lambda_2(t) \geq 1/2 \) on \( 0 \leq t \leq \tau_1 \). Set \( t_1 := \min \{ t_0, \tau_1 \} \).

For later purposes, we introduce domains
\[
Q^r_{\tau, a} := \{ (x, t) \in \Omega \times (0, \tau) \mid ||x| - a| < \frac{\lambda_1(t)}{m} \}
\]
for \( i = 1, 2 \) and
\[
Q^R_{\tau, 1/2m} := \{ (x, t) \in \Omega \times (0, \tau) \mid |d(x) - \frac{1}{2m}| < \frac{\lambda_2(t)}{m} \}.
\]
Furthermore, we write
\[ v(|x|) = \sqrt{1 - |x|^2}. \]

Now we specialize a class of functions for the initial values, which is essentially developed in [6] and referred to as a class of functions with a sharply decreasing part.

**Definition.** A positive function \( u_0 \) on \( \Omega \) is said to be in the class (SDP) if the following conditions are satisfied:

(i) \( u_0(x) > \frac{v(m|x|)}{m} + \frac{M}{\kappa} \) on \( \{|x| < \frac{1}{m}\} \);
(ii) \( u_0(x) < -\frac{v(m(|x|-a))}{m} + \frac{2}{n} \) on \( \{a - \frac{1}{m} < |x| < a + \frac{1}{m}\} \);
(iii) \( a = \frac{2}{m} + \delta \) with \( 0 < \delta < \min\{t_1L, \frac{t_1}{m}\} \), where \( L := M - 5mN - n > 0 \);
(iv) \( u_0(x) = 0 \) on \( \{x \in \Omega \mid |x| \geq R - \frac{2}{m}\} \).

We remark that \( u_0(x) \) need not be radially symmetric.

Now we state our main result.

**Theorem.** Suppose \( u_0 \) be in the class (SDP). Then the maximal existence time \( T_0 \) of the solution \( u \) of (1), (2), (3) is bounded by \( \delta/L \). Moreover we have

\[
\sup_{\Omega \times (0, T_0)} |u| < \infty, \quad \sup_{\partial \Omega \times (0, T_0)} |Du| < \infty
\]

but

\[
\limsup_{t \to T_0} \sup_{\Omega} |Du| = \infty.
\]

**Proof.** The proof is divided into three steps.

1. \( T_0 < \delta/L \).
   Introduce comparison functions
   \[ u^-(x, t) := \frac{\lambda_1(t)}{m} v\left(\frac{m}{\lambda_1(t)} |x|\right) + \frac{M}{\kappa} \]
on \( Q_{t_0,0}^1 \) and
   \[ u^+(x, t) := -\frac{\lambda_2(t)}{m} v\left(\frac{m}{\lambda_2(t)} (|x|-a)\right) + \frac{n}{\kappa} \]
on \( Q_{t_1,a}^2 \). Recalling \( v(|x|) = \sqrt{1 - |x|^2} \), we compute
   \[
   F(u^-) := \frac{(u^-)_t}{\sqrt{1 + |Du^-|^2}} - \text{div} \left(\frac{Du^-}{\sqrt{1 + |Du^-|^2}}\right)
   \]
   \[ = \frac{1}{m} \lambda_1' + \frac{mN}{\lambda_1} = M \quad \text{on} \ Q_{t_0,0}^1, \]
   \[
   F(u^+) := -\frac{1}{m} \lambda_2' - \frac{m}{\lambda_2} \left(\frac{N-a}{|x|}\right)
   \]
   \[ > -\frac{1}{m} \lambda_2' - \frac{m}{\lambda_2} \left(\frac{N-a}{a + \lambda_2/m}\right)
   \]
   \[ > -\frac{1}{m} \lambda_2' - \frac{2mN}{\lambda_2} = n \quad \text{on} \ Q_{t_1,a}^2, \]
   taking into account (5) and (6) respectively.
We want to establish that \( u^- < u \) in \( Q_{t_0,0}^1 \) and \( u^+ > u \) in \( Q_{\tau_1,\alpha}^2 \), respectively. Consider the first case. The second one proceeds similarly.

Suppose there exists \( 0 < \bar{t} < t_0 \) such that \( \bar{t} := \sup\{t \leq t_0 \mid u^- < u \text{ in } Q_{t,0}^1\} \). Then we discover

\[
F(u) = \kappa u > \kappa u^- \geq M = F(u^-)
\]

in \( Q_{t,0}^1 \) with \( t < \bar{t} \). Since \( \partial u^- / \partial \nu = -\infty \) on \( \{|x| = \lambda_1(t)/m, 0 < t \leq \bar{t}\} \) where \( \nu \) denotes the outer normal and \( u_0(x) > u^-(x,0) \) on \( \{|x| < 1/m\} \) by assumption, we infer that \( u^- < u \) in \( Q_{t,0}^1 \) by the maximum principle. This is a contradiction with the definition of \( \bar{t} \).

Now we examine the distance \( D(t) \) between \( Q_{t,0}^1 \) and \( Q_{\tau_1,\alpha}^2 \). We find

\[
D(t) = \left(a - \frac{\lambda_2(t)}{m}\right) - \frac{\lambda_1(t)}{m},
\]

\[
D(0) = a - \frac{2}{m} = \delta.
\]

Moreover, we have for \( 0 < t < t_1 \),

\[
-D'(t) = \frac{1}{m}(\lambda_2'(t) + \lambda_1'(t)) \\
\geq -(n + 4mN) + (M - mN) = L,
\]

from which we conclude that \( D(t) = 0 \) before \( \delta/L \). In view of \( \delta/L < t_1, T_0 < \delta/L \) must hold true.

2. \( \sup_{\Omega \times (0,T_0)} |u| < \infty \).

Taking a comparison function \( \exp(\kappa(1 + \sup_{\Omega} |u_0|)t) + \sup_{\Omega} |u_0| \), we arrive at the conclusion.

We remark that \( u_0 \) need not be in (SDP); the finiteness of the existence time is essential.

Combining above two claims, we see that the derivative blow-up must occur. See the argument in [6]. We show that it takes place in the interior.

3. \( \sup_{\partial \Omega \times (0,T_0)} |Du| < \infty \).

First we want to estimate \( u \) from above in \( Q_{T_0,1/2m}^1 \). To do this, consider a supersolution

\[
\eta(x,t) := -\frac{\lambda_2(t)}{m}v\left(\frac{m}{\lambda_2(t)}(d(x) - \frac{1}{2m})\right) + \frac{n}{2\kappa}.
\]

We compute

\[
F(\eta) = \frac{\eta_t}{\sqrt{1 + |D\eta|^2}} - \text{div} \left(\frac{D\eta}{\sqrt{1 + |D\eta|^2}}\right) \\
= -\frac{\lambda_2'}{m}\left(\left(d - \frac{1}{2m}\right)\Delta d + 1\right)\frac{m}{\lambda_2} \\
> -\frac{\lambda_2'}{m} - \frac{2mN}{\lambda_2} = n.
\]
By virtue of $\frac{\partial \eta}{\partial \nu} = \infty$ on $\{d(x) = \frac{1}{2m} + \frac{\lambda}{m}\}$ and $\eta > 0$ on $\partial \Omega$, we infer that $\eta > u$ in $Q_{T_0,1/2m}^\Gamma$. In particular
\[
\sup_{Q_{T_0,1/2m}^\Gamma} u \leq \frac{n}{2\kappa} - \varepsilon
\]
for sufficiently small $\varepsilon$.

Now we complete the estimate $|Du|$ on $\partial \Omega$. Define, for all sufficiently small $\varepsilon$,
\[
\xi_\varepsilon(x) := \frac{1}{n} v(n(d(x) + \alpha(\varepsilon))) + \frac{n}{2\kappa} - \varepsilon.
\]
Here $\alpha(\varepsilon) (< 1/m)$ can be chosen so that
\[
\xi_\varepsilon|_{\partial \Omega} = \frac{1}{n} v(n\alpha(\varepsilon)) + \frac{n}{2\kappa} - \varepsilon = 0,
\]
\[
|D\xi_\varepsilon|_{\partial \Omega} < \infty,
\]
\[
\alpha(\varepsilon) \rightarrow \frac{1}{m} \quad \text{as} \quad \varepsilon \rightarrow 0.
\]
Moreover we have
\[
F(\xi_\varepsilon) = n((d + \alpha)\Delta d + 1) \geq \frac{1}{2} n,
\]
in $\{d(x) + \alpha(\varepsilon) < \frac{1}{m}\}$. The maximum principle implies that
\[
0 < u < \xi_\varepsilon \quad \text{in} \quad \{(x,t) \in \Omega \times (0,T_0) \mid d(x) + \alpha(\varepsilon) < \frac{1}{m}\},
\]
and hence we obtain a desired bound
\[
|Du|_{\partial \Omega} \leq |D\xi_\varepsilon|_{\partial \Omega} < \infty
\]
for $0 < t < T_0$.
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