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ABSTRACT. We consider graphs attached to \((\mathbb{Z}/q\mathbb{Z})^n\), where \(q = p^r\), for an odd prime \(p\), using an analogue of the Euclidean distance. These graphs are shown to be mostly non-Ramanujan, in contrast to the case of Euclidean graphs over finite fields.

1. Introduction

Finite symmetric spaces over fields \(\mathbb{F}_q\), \(q = p^r\), \(p\) a prime, have been studied by many authors (see Terras [11]). However, only the paper of Angel et al. [1] addresses the question of what happens to the non-Euclidean upper half plane graphs over rings \(\mathbb{Z}/q\mathbb{Z}\), \(q = p^r\), \(p\) an odd prime. Here we ponder the finite Euclidean graphs over these finite rings. At the end of this introduction comparisons will be made with finite Euclidean graphs over fields \(\mathbb{F}_q\), which we considered in Medrano et al. [5].

Part of our motivation is to find finite analogues of the real Euclidean space \(\mathbb{R}^n\), and of the harmonic analysis of functions on \(\mathbb{R}^n\), as discussed in Terras [12], Ch. 1. We want to know if replacing \(\mathbb{R}\) by the field \(\mathbb{Z}/q\mathbb{Z}\) is better or worse than replacing \(\mathbb{R}\) by the ring \(\mathbb{F}_q\), for \(q = p^r\), \(p\) an odd prime.

At the moment, our measure of “better” is connected with another quest—the quest to find new examples of Ramanujan graphs, as defined in Lubotzky, Phillips and Sarnak [4]. A connected \(k\)-regular graph is Ramanujan if for all eigenvalues \(\lambda\) of the adjacency matrix with \(|\lambda| \neq k\), we have

\[
|\lambda| \leq 2\sqrt{k - 1}.
\]

See Li [2], Lubotzky [3] and Sarnak [9] for more information on Ramanujan graphs. These graphs are of interest to builders of communication networks because they have good expansion constants, which implies good transmission of information. Ramanujan graphs are of interest to number theorists because their Ihara zeta functions satisfy the Riemann hypothesis (see Stark and Terras [10]). They are also of interest to a random walker because they lead to speedy confusion (see Myers [6]).

An outline of the paper follows:

Theorem 2.1 relates the degree of the graph mod \(p^r\) to the degree of the corresponding graph mod \(p\). Corollary 2.4 is the analogue of Theorem 2.1 for some...
of the eigenvalues of the adjacency matrices of these graphs. Theorem 2.5 shows that when \( p \nmid a \), the graphs \( X_{p^r}(n,a) \) defined after equation (2.2) below are only Ramanujan when \( r = n = 2 \) and \( p = 3 \). Theorem 2.9 and Corollary 2.10 give formulas for all the eigenvalues of \( X_{p^r}(n,a) \) when \( p \nmid a \), \( r \geq 2 \). The formulas involve eigenvalues for \( X_{p^{r-1}}(n,a) \) and Kloosterman sums over the multiplicative group \( \mathbb{Z}_{p^r}^* \). These ring Kloosterman sums were evaluated by Salié [8]. Kloosterman sums are of interest to number theorists for many reasons. For example they are Fourier coefficients of the modular forms called Poincaré series (see Sarnak [9], Ch. 1).

Michelle Dedeo has considered the finite Euclidean graphs mod \( 2^r \) and found them to behave similarly to the graphs considered here except that they are bipartite.

**Comparisons of Euclidean graphs over finite rings and fields.**

**Differences**

1) Over fields the graphs are asymptotically Ramanujan (and exactly so half the time) as \( q \) approaches infinity. See Medrano et al. [5]. Over rings except for the smallest case, the graphs (with unit distance parameter) are not Ramanujan. See Theorem 2.5.

2) Over fields in even dimensions, 0 is not in the spectrum of the adjacency operator. Over rings, 0 occurs as an eigenvalue with high multiplicity in general. See Theorem 2.9 and Corollary 2.10.

**Similarities**

1) In both cases, for a finite ring or field \( R \) with \( q \) elements and graphs with vertices in \( R^n \) there are only 1 or 2 isomorphism classes of graphs as we vary the distance \( a \) over units in \( R \). See Proposition 4 and Theorem 5 in Medrano et al. [5].

2) In both cases the eigenvalues of the adjacency operators of Euclidean graphs are built up from Kloosterman sums over the units in \( R \). See formula (11) of Medrano et al. [5] and Theorem 2.9 below.

**2. Finite Euclidean graphs over rings**

Let \( \mathbb{Z}_q \) be the ring \( \mathbb{Z}/q\mathbb{Z} \), \( q = p^r \), \( p \) a prime, \( p \geq 3 \). Suppose \( r \geq 2 \) mostly, since the case \( r = 1 \) can be found in Medrano et al. [5]. The finite Euclidean space \( \mathbb{Z}_q^n \) consists of column vectors \( x \), with \( j \)th entry \( x_j \in \mathbb{Z}_q \). Define the distance between \( x, y \in \mathbb{Z}_q^n \) by

\[
d(x, y) = \left\langle x - y, x - y \right\rangle = \sum_{j=1}^{n} (x_j - y_j)^2.
\]

Here \( ^t x \) = transpose of \( x \). This distance has values in \( \mathbb{Z}_q \). It is a point-pair invariant; i.e., \( d(x + u, y + u) = d(x, y) \), for all \( x, y, u \in \mathbb{Z}_q^n \). It is also invariant under the finite orthogonal group

\[
O(n, \mathbb{Z}_q) = \{ g \in \mathbb{Z}_q^{n \times n} \mid ^t g \cdot g = I \}.
\]

Given \( a \in \mathbb{Z}_q \), define the Euclidean graph \( X_q(n,a) \) as follows. The vertices are the vectors in \( \mathbb{Z}_q^n \), and two vertices \( x, y \in \mathbb{Z}_q^n \) are adjacent if \( d(x, y) = a \). A Cayley graph \( X(G, S) \) for an additive group \( G \) and a symmetric edge set \( S \subset G \) has as vertices the elements of \( G \) and edges between vertices \( x \) and \( y = x + s \) for \( x, y \in G \), \( s \in S \). The set \( S \) is symmetric if \( s \in S \implies -s \in S \). If \( S \) is a set of generators of \( G \), the Cayley graph is connected. Usually this will be the case for our graphs.
Let
\[
S_q(n, a) = \{ x \in \mathbb{Z}_q^n \mid d(x, 0) = a \}.
\]
The Euclidean graph \(X_q(n, a)\) is a Cayley graph for the additive group of \(\mathbb{Z}_q^n\) with edge set \(S_q(n, a)\).

**Theorem 2.1.** If \(p \nmid a\), i.e. \(a \in \mathbb{Z}_p^* = \text{the multiplicative group of units mod } p\), the degree of the Euclidean graph \(X_{p^r}(n, a)\) is given by
\[
|S_{p^r}(n, a)| = p^{(n-1)(r-1)} |S_p(n, a)|.
\]

*Proof.* Write \(\chi(x) = (x_1, \ldots, x_n)\), where \(x_j \in \mathbb{Z}_q\), with \(x_j = x_j^{(1)} + x_j^{(2)} p^{r-1} \pmod{p^r}\), for \(x_j^{(1)} \in \mathbb{Z}_{p^{r-1}}\) and \(x_j^{(2)} \in \mathbb{Z}_p\). We also write \(a = a^{(1)} + a^{(2)} p^{r-1} \pmod{p^r}\), for \(a^{(1)} \in \mathbb{Z}_{p^{r-1}}\) and \(a^{(2)} \in \mathbb{Z}_p\).

Then
\[
\sum_{j=1}^n x_j^2 = \sum_{j=1}^n (x_j^{(1)} + x_j^{(2)} p^{r-1})^2 \equiv a^{(1)} + a^{(2)} p^{r-1} \pmod{p^r},
\]
iff
\[
\left\{
\begin{aligned}
&x_j^{(1)} = a^{(1)} & \text{if} \ (i) \ \sum_{j=1}^n x_j^{(1)} = a^{(1)} = p^{r-1} y, \\
&y - a^{(2)} + 2 \sum_{j=1}^n x_j^{(1)} x_j^{(2)} \equiv 0 \pmod{p} & \text{if} \ (ii) \ y - a^{(2)} = 0 \pmod{p}.
\end{aligned}
\right.
\]

If we find \(x^{(1)} \in \mathbb{Z}_{p^{r-1}}\) solving (i), then we must solve (ii) for \(x^{(2)} \in \mathbb{Z}_p^n\). Now (ii) is one linear equation in the unknown \(x^{(2)}\). If \(p \nmid a\), we know \(x^{(1)}\) solving (i) will not vanish mod \(p\). Then, the set of \(x^{(2)}\) solving (ii) has order \(p^{n-1}\) (take a particular solution of (ii) and add it to any solution of the homogeneous equation corresponding to (ii)). It follows that
\[
|S_{p^r}(n, a)| = p^{n-1} |S_p(n, a)|.
\]

We get the desired result by induction on \(r\). \(\square\)

*Remark.* In fact, for fixed \(n\) and \(q\) there are at most 2 non-isomorphic graphs \(X_q(n, a)\) for \(a\) not divisible by \(p\). This is proved by the same method that proved Proposition 4 in Medrano et al. [5]. Moreover, when \(n\) is even there is at most 1 non-isomorphic graph of this type by the proof of Theorem 5 in Medrano et al. [5].

Recall the formula for \(|S_p(n, a)|\) from Medrano et al. [5]. When \(p \nmid a\) we have
\[
|S_p(n, a)| = \begin{cases} 
p^{n-1} + \chi \left( \frac{n+1}{2} \right) b \frac{p^{\frac{n-1}{2}}}{2}, & \text{n odd}, \\
p^{n-1} - \chi \left( \frac{n}{2} \right) b \frac{p^{\frac{n-1}{2}}}{2}, & \text{n even}.
\end{cases}
\]
Here the Legendre symbol \(\chi\) is defined by
\[
\chi(b) = \begin{cases} 
1, & p \nmid b, \ b = \text{square mod } p, \\
-1, & p \nmid b, \ b \neq \text{square mod } p, \\
0, & p \mid b.
\end{cases}
\]
Our main goal is to study the spectrum of the adjacency operator $A_n$ acting on functions $f : \mathbb{Z}^n_q \to \mathbb{C}$ by
\begin{equation}
A_n f(x) = \sum_{d(x,y)=a} f(y).
\end{equation}

Define the exponentials
\begin{equation}
\begin{aligned}
e(v) &= e^{(r)}(v) = \exp \left\{ 2\pi i \frac{v}{p} \right\}, \ v \in \mathbb{Z}^r_p, \\
e_b(u) &= e^{(r)}_b(u) = \exp \left\{ 2\pi i \frac{b_u}{p} \right\}, \ b, u \in \mathbb{Z}^n_q.
\end{aligned}
\end{equation}

**Proposition 2.2.** The function $e_b$, for $b \in \mathbb{Z}_q^n$, defined by (2.8), is an eigenfunction of the adjacency operator $A_n$ of $X_p^r(n,a)$ corresponding to the eigenvalue
\begin{equation}
\lambda^{(r)}_b = \sum_{d(s,0)=a} e^{(r)}_b(s).
\end{equation}

Moreover, as $b$ runs through $\mathbb{Z}_q^n$, the $e_b(x)$ form a complete orthogonal set of eigenfunctions of $A_n$. Here we use the inner product on $f, g : \mathbb{Z}_q^n \to \mathbb{C}$
\begin{equation}
(f,g) = \sum_{x \in \mathbb{Z}_q^n} f(x) \overline{g(x)}.
\end{equation}

It follows that every eigenvalue of $X_q(n,a)$ has the form $\lambda_b$ for some $b \in \mathbb{Z}_q^n$.

**Proof.** The proof goes as in Medrano et al. [5], Proposition 2.2. \hfill \Box

**Note.** As a corollary of Proposition 2.2 one can easily see that the multiplicity of the largest eigenvalue of the adjacency operator (2.7) of $X_q(n,1)$ is one. This implies that the graph is connected. One just needs to show that $t^b$s cannot be $0$ for all $s \in S_q(n,1)$, if $b \neq 0$. The key is that the unit vectors are in $S_q(n,1)$. Of course, this fact shows directly that the set $S_q(n,1)$ generates $\mathbb{Z}_q^n$ and, thus, that the graph is connected.

**Theorem 2.3.** Suppose $p \nmid a$, and $p \mid b_j$ for all $j = 1, \ldots, n$. Then the eigenvalue $\lambda^{(r)}_b$ for $X_q(n,a)$ as in Proposition 2.2 is given by
\begin{equation}
\lambda^{(r)}_b = p^{n-1} \lambda^{(r-1)}_{b/p}.
\end{equation}

**Proof.** We use the same decomposition as in the proof of Theorem 2.1, as well as Proposition 2.2 above. Thus, by (2.4), we set
\begin{equation}
A = \left\{ s^{(1)} \in \mathbb{Z}^n_{p-1} \mid t s^{(1)} s^{(1)} - a^{(1)} = p^{r-1} y, \ \text{for some } y \in \mathbb{Z} \right\}
\end{equation}
and
\begin{equation}
B = \left\{ s^{(2)} \in \mathbb{Z}^n_p \mid 2 t s^{(1)} s^{(2)} \equiv a^{(2)} - y \ (\text{mod } p) \right\}.
\end{equation}
So we have
\begin{equation}
\lambda^{(r)}_b = \sum_{s^{(1)} \in A} \sum_{s^{(2)} \in B} e^{(r)}(t b^{(1)} s^{(1)}) e^{(1)}(t b^{(1)} s^{(2)}).
\end{equation}

Now, the inner sum consists of $s^{(2)} = s^{(2)} + h^{(2)}$, where $s^{(2)}$ is a particular solution of the inhomogeneous equation over $\mathbb{Z}_p$ defining $B$ in (2.10), and $h^{(2)}$ solves the homogeneous equation
\begin{equation}
\tag{2.11}
t s^{(1)} h^{(2)} \equiv 0 \ (\text{mod } p).
\end{equation}
Since \( s^{(1)} \) is not equivalent to 0 (mod \( p \)) (because \( p \nmid a \), and \( s^{(1)} \) satisfies the equation defining the set \( A \) in (2.9)), we know that \( h^{(2)} \) lies in an \((n-1)\)-dimensional subspace of \( \mathbb{Z}_p^n \).

Let \( w_1, ..., w_{n-1} \) be a basis of the space of solutions \( h^{(2)} \) of (2.11). Then \( h^{(2)} = \sum_{j=1}^{n-1} u_j w_j, \ u_j \in \mathbb{Z}_p \) and since \( p \nmid b^{(1)}, \)
\[
\sum_{h^{(2)}} e^{(1)}(t b^{(1)} h^{(2)}) = p^{n-1}.
\]
Therefore
\[
\lambda^{(r)}_b = p^{n-1} \sum_{s^{(1)} \in A} e^{(r)}(t s^{(1)}) = p^{n-1} \lambda^{(r-1)}_{b/p}.
\]

\( \square \)

Later (see Theorem 2.9 and Corollary 2.10) we will find another proof of Theorem 2.3, but it is all we need to see that some of the eigenvalues are too large for our graphs to be Ramanujan, in most cases.

**Corollary 2.4.** Suppose that \( p \nmid a \), and that \( p^{r-1} \mid b_j \) for all \( j = 1, ..., n \). Then, using the notation of Theorem 2.3,
\[
\lambda^{(r)}_b = p^{(n-1)(r-1)} \lambda^{(1)}_{b/p^{r-1}}.
\]

**Theorem 2.5.** Suppose \( p \nmid a \). Then, for \( p \geq 3, r \geq 2, n \geq 2 \), the graphs \( X_{p^r} (n, a) \) are not Ramanujan, unless \( p = 3, r = 2 = n \).

**Proof.** From Angel et al. [1] let \( k^{(r)} \) be the degree and \( v^{(r)} \) be the number of vertices of \( X_{p^r} (n, a) \). If \( A^{(r)} \) is the adjacency operator on \( X_{p^r} (n, a) \), let
\[
\mu^{(r)} = \max \left\{ |\lambda| \mid \lambda \in \text{spectrum of } A^{(r)}, |\lambda| \neq k^{(r)} \right\}.
\]
Then, by the inequality at the bottom of p. 455 of Angel et al. [1],

\begin{equation}
\mu^{(r)} \geq \sqrt{\frac{k^{(r)} v^{(r)} - (k^{(r)})^2}{v^{(r)} - 1}}.
\end{equation}

Using Corollary 2.4 and (2.12) for \( r = 1 \), we have that for the graphs \( X_{p^r} (n, a) \)
\[
\mu^{(1)} \geq p^{(n-1)(r-1)} \sqrt{\frac{k^{(1)} v^{(1)} - (k^{(1)})^2}{v^{(1)} - 1}},
\]
where \( k^{(1)} \) is the degree \( |S_p (n, a)| \) given in (2.5) and \( v^{(1)} = p^n \). Set \( k = k^{(1)} \) from now on. Also, Theorem 2.1 gives the Ramanujan bound for \( X_{p^r} (n, a) \) which is
\[
2 \sqrt{p^{(n-1)(r-1)} k - 1}.
\]
So we want to show that (unless \( p = 3 \) and \( n = r = 2 \)) we have:
\[
p^{(n-1)(r-1)} \sqrt{\frac{kp^n - k^2}{p^n - 1}} < 2 \sqrt{p^{(n-1)(r-1)} k - 1}.
\]
This is equivalent to
\[
p^{(n-1)(r-1)} \frac{p^n - k}{p^n - 1} > \frac{4 \left( p^{(n-1)(r-1)} k - 1 \right)}{p^{(n-1)(r-1)} k}.
\]
Note that
\[
4 \geq \frac{4(p^{(n-1)(r-1)}k - 1)}{p^{(n-1)(r-1)}}.
\]
So it suffices to prove
(2.13) \quad p^{(n-1)(r-1)}(p^n - k) \geq 4p^n - 4.

From formula (2.5) we have four cases: \( k = p^{n-1} \pm p^{\frac{n-1}{2}} \), and \( k = p^{n-1} \pm p^{\frac{n-3}{2}} \).
The worst case is \( k = p^{n-1} + p^{\frac{n-1}{2}} \), so it suffices to substitute \( k = p^{n-1} + p^{\frac{n-1}{2}} \) into (2.13) and show:
(2.14) \quad p^{(n-1)(r-1)} \left(p^n - p^{n-1} - p^{\frac{n-1}{2}}\right) - 4p^n + 4 \geq 0.

**Case 1.** First we will assume that \( r \geq 2 \) with \( n \geq 2 \) and \( p \geq 7 \) or \( n \geq 3 \) and \( p \geq 3 \). Set \( r = 2 \) in (2.14) and then let \( x = p^{n-1} \). The inequality becomes
\[
(p - 1)(x^2 - 4x) - x^{3/2} - 4x + 4 \geq 0.
\]
This holds for \( n \geq 2 \) and \( p \geq 7 \) or for \( n \geq 3 \) and \( p \geq 3 \).

**Case 2.** Our second case is \( r \geq 3 \), with \( n \geq 2 \) and \( p = 3, 5 \). Set \( r = 3 \) in (2.14) and then let \( x = p^{n-1} \). Thus we must check
\[
(p - 1)(x^3 - 4x) - x^{5/2} - 4x + 4 \geq 0.
\]
This is easily checked for \( n \geq 2, p = 3, 5 \).

**Case 3.** The remaining cases \( r = 2 = n \) and \( p = 3, 5 \) can be checked by computer. See the examples at the end of the paper.

In the rest of this paper, we want to derive a simple formula for the eigenvalues of \( X_q(n, a) \) in the spirit of formula (11) of Medrano et al. [5]. Before beginning this discussion, we need to consider Gauss and Kloosterman sums over rings. These are finite analogues of gamma and Bessel functions. For \( v \in \mathbb{Z}_q^* \) define the Gauss sum
(2.15) \quad G_v^{(r)} = \sum_{y \in \mathbb{Z}_q} e\left(\frac{vy^2}{q}\right).

Then the method of proof of Theorems 2.1 and 2.3 leads to the following results.

**Proposition 2.6.** \( G_v^{(r)} = pG_v^{(r-2)} \).

**Corollary 2.7.** \( G_v^{(r)} = \left\{ \begin{array}{ll} p^{\frac{r-1}{2}}, & r \text{ even}, \\ p^{\frac{r-1}{2}}G_v^{(1)}, & r \text{ odd}. \end{array} \right. \)

Now, \( G_v^{(1)} = \chi(v)G_1^{(1)} \), where \( \chi(v) \) is the Legendre symbol defined by (2.6). Recall Gauss's formula
(2.16) \quad G_1^{(1)} = \sqrt{p}\left\{ \begin{array}{ll} 1, & p \equiv 1 \pmod{4}, \\ i, & p \equiv 3 \pmod{4}. \end{array} \right. \)

This is not the only kind of Gauss sum associated with rings. Another sort of Gauss sum over rings appears in Odoni [7].

Next we consider Kloosterman sums over rings. The main results are to be found in Salè [8]. See also Whitman [13] and Williams [14] and [15]. If \( \kappa \) is a character of the multiplicative group \( \mathbb{Z}_q^* \) define the Kloosterman sum
(2.17) \quad K^{(r)}(\kappa | a, b) = \sum_{t \in \mathbb{Z}_q^*} \kappa(t)e^{(r)}(at + b\overline{t}).
Here \( t \) is the multiplicative inverse of \( t \mod q \); i.e., \( t \bar{t} \equiv 1(\mod q) \).

**Proposition 2.8** (Salié [8]). Assume \( r \geq 2 \) and \( p \) odd. Then using the notation of (2.17) we have the following evaluations of Kloosterman sums. Here \( \chi \) denotes the Legendre symbol (2.6).

1. \( K^{(r)}(\kappa | ac, b) = \kappa(c)^{-1} K(\kappa | a, b) \), if \( p \mid c \).
2. \( K^{(r)}(1 | 1, b) = 0 \), if \( b \) is not a square \( \mod q \) or if \( p \mid b \).
3. For \( p \) which do not divide \( c \), we have

\[
K^{(r)}(1 | 1, c^2) = 2p^2 \begin{cases} 
\cos \left( \frac{4\pi c}{p} \right), & r \text{ even}, \\
\chi(c) \cos \left( \frac{4\pi c}{p} \right), & r \text{ odd and } p \equiv 1(\mod 4), \\
-\chi(c) \sin \left( \frac{4\pi c}{p} \right), & r \text{ odd and } p \equiv 3(\mod 4).
\end{cases}
\]

4. \( K(\chi | 1, b) = 0 \), if \( b \) is not a square \( \mod q \) or if \( p \mid b \) and \( r \) is odd (we do not need to consider the case that \( p \mid b \) and \( r \) even).

5. If \( p \mid c \), then

\[
K(\chi | 1, c^2) = 2p^2 \cos \left( \frac{4\pi c}{p} \right) \begin{cases} 
1, & p \equiv 1(\mod 4), \\
i, & p \equiv 3(\mod 4).
\end{cases}
\]

**Theorem 2.9.** Suppose \( p \nmid a \) and \( q = p^r \). Then we have the following formula for the eigenvalue \( \lambda_{2b}^{(r)} \) of the Euclidean graph \( X_q(n, a) \): \( q\lambda_{2b}^{(r)} = \sum_1 + \sum_2 \), where

\[
\sum_1 = \left\{ \begin{array}{ll} 
0, & \text{if } p \nmid b_j \text{ for some } j, \\
p^{r+n-1} \lambda_{2b/p}^{(r-1)}, & \text{if } p \mid b_j \text{ for all },
\end{array} \right.
\]

and

\[
\sum_2 = \sum_{v \in \mathbb{Z}_q} \left( C_v^{(r)} \right)^n e^{(r)} \left( -av - \frac{1}{v} t b \cdot b \right).
\]

**Proof.** We imitate the proof of formula (11) in Medrano et al. [5]:

\[
q\lambda_{2b} = \sum_{x \in \mathbb{Z}_q^n} \sum_{v \in \mathbb{Z}_q} e^{(r)} \left( 2^t b \cdot x + v \left( t x \cdot x - a \right) \right)
\]

\[
= \sum_{v \in \mathbb{Z}_q} e(-av) \sum_{x \in \mathbb{Z}_q^n} e \left( 2^t b \cdot x + v t x \cdot x \right) = \sum_1 + \sum_2,
\]

where

\[
\sum_1 = \sum_{p \nmid v} e(-av) \sum_{x \in \mathbb{Z}_q^n} e \left( 2^t b \cdot x + v t x \cdot x \right),
\]

and

\[
\sum_2 = \sum_{p \mid v} e(-av) \sum_{x \in \mathbb{Z}_q^n} e \left( 2^t b \cdot x + v t x \cdot x \right).
\]

To evaluate \( \sum_1 \), set \( v = p \cdot k, k \mod p^{r-1} \) to obtain

\[
\sum_1 = \sum_{x \in \mathbb{Z}_q^n} e \left( 2^t b \cdot x \right) \left\{ \sum_{k=0}^{p^{r-1}-1} e^{p^{r-1} \cdot v t x \cdot x \cdot k} \right\}.
\]
Set \( x_j = x_j^{(1)} + p^{-1}x_j^{(2)} \), with \( x_j^{(1)} \in \mathbb{Z}_{p^{-1}} \), and \( x_j^{(2)} \in \mathbb{Z}_p \). The inner sum is 0 unless \( t x_j^{(1)} x_j^{(1)} \equiv a \pmod{p^{-1}} \). And \( x_j^{(2)} \) is arbitrary mod \( p \), for note that
\[
t x_j x_j - a \equiv t x_j^{(1)} x_j^{(1)} - a \pmod{p^{-1}}.
\]
So writing \( b = b^{(1)} + p^{-1}b^{(2)} \), with \( b^{(1)} \in \mathbb{Z}_{p^{-1}}, b^{(2)} \in \mathbb{Z}_p \), we have
\[
\sum_{1} = p^{-1} \sum_{t x_j^{(1)} x_j^{(1)} \equiv a \pmod{p^{-1}}} e^{2\pi i \left( \frac{t b x_j^{(1)}}{p} \right)} \left\{ \sum_{x_j^{(2)}} e^{2\pi i \left( \frac{b x_j^{(2)}}{p} \right)} \right\}
\]
which has the stated value.

To evaluate \( \sum_{2} \), we sum over \( v \) such that \( p \nmid v \). So we know that \( v \) has an inverse \( \overline{v} \pmod{q} \) as in (2.17) and we can complete the square to obtain
\[
\sum_{2} = \sum_{p \nmid v} e(-av) \sum_{x \in \mathbb{Z}_q} e\left( v^t (x + b\overline{v}) \cdot (x + b\overline{v}) \right) e\left( -\overline{v} t b \cdot b \right)
\]
\[
= \sum_{p \nmid v} e(-av - t b \cdot b \overline{v}) \sum_{y \in \mathbb{Z}_q} e\left( v^t y \cdot y \right)
\]
\[
= \sum_{p \nmid v} \left( G^{(v)}(r) \right)^n e(-av - t b \cdot b \overline{v}) .
\]

\( \square \)

We can use the preceding results to get even more explicit formulas for the eigenvalues.

**Corollary 2.10.** Using the notation of Theorem 2.9, we have the following formulas for \( \sum_{2} \). Here \( \chi \) denotes the Legendre symbol (2.6).

1. If \( r \) is even,
\[
\sum_{2} = p^{\frac{r}{2}} \left\{ \begin{array}{ll}
0, & \text{if } a^t b b \neq \text{square } \pmod{q}, \text{ or } p \mid a^t b b \\
2p^{\frac{r}{2}} \cos \left( \frac{4\pi c}{p} \right), & \text{if } a^t b b = c^2, p \nmid c
\end{array} \right\}
\]

2. If \( n \) is even and \( r \) is odd,
\[
\sum_{2} = 2p^{\frac{r(n+1)}{2}} \chi(c) \left\{ \begin{array}{ll}
0, & \text{if } a^t b b \neq \text{square } \pmod{q}, \text{ or } p \mid a^t b b, \\
\cos \left( \frac{4\pi c}{p} \right), & \text{if } a^t b b = c^2, p \nmid c, p \equiv 1 \pmod{4}, \\
(-1)^{\frac{n+1}{2}} \sin \left( \frac{4\pi c}{p} \right), & \text{if } a^t b b = c^2, p \nmid c, p \equiv 3 \pmod{4}.
\end{array} \right\}
\]

3. If \( n \) is odd and \( r \) is odd,
\[
\sum_{2} = 2p^{\frac{r(n+1)}{2}} \chi(-\overline{a}) \cos \left( \frac{4\pi c}{p} \right) \left\{ \begin{array}{ll}
0, & \text{if } a^t b b \neq \text{square } \pmod{q}, \text{ or } p \mid a^t b b, \\
1, & \text{if } a^t b b = c^2, p \mid c, p \equiv 1 \pmod{4}, \\
(-1)^{\frac{n+1}{2}}, & \text{if } a^t b b = c^2, p \mid c, p \equiv 3 \pmod{4}.
\end{array} \right\}
\]

**Examples.** The spectrum of eigenvalues (upper row) with multiplicities for \( X_9(2,1) \) is
\[
\begin{pmatrix}
-6 & -5.6382 & 0 & 1.0419 & 3 & 4.5963 & 12 \\
4 & 12 & 36 & 12 & 4 & 12 & 1
\end{pmatrix}.
\]
The Ramanujan bound $2\sqrt{\text{degree}} - 1$ for $X_9(2, 1)$ is $2\sqrt{11} \cong 6.633$ for $p = 3$, which says $X_9(2, 1)$ is a Ramanujan graph. And zero forms $\frac{36}{81} \cong 44\%$ of the spectrum for $X_9(2, 1)$.

The spectrum of eigenvalues (upper row) with multiplicities for $X_{25}(2, 1)$ is

$$\begin{pmatrix}
4 & 20 & 20 & 20 & 8 & 20 & 20 & 400
\end{pmatrix}$$

$$\begin{pmatrix}
20 & 4 & 20 & 4 & 20 & 20 & 20 & 4 & 1
\end{pmatrix}.$$  

The Ramanujan bound for $X_{25}(2, 1)$ is $2\sqrt{19} \cong 8.718$, which says $X_{25}(2, 1)$ is not Ramanujan. And zero forms $\frac{400}{625} = 64\%$ of the spectrum for $X_{25}(2, 1)$.

It is easy to use Mathematica or Matlab to produce histograms of eigenvalues of these Euclidean graphs mod $q$ for small values of $q$. The shape of the histogram is very similar to that in Figure 2 of Angel et al. [1] giving the corresponding histogram for finite upper half planes over rings. These histograms also look somewhat similar to Figure 8 in Medrano et al. [5] giving the analogous histogram for a 3-dimensional Euclidean graph over the a finite field with 1019 elements. However, the spectrum of $X_{p^2}(2, 1)$ appears to have gaps—unlike that for the Euclidean graphs over fields in 3 dimensions.

Those who like colorful computer graphics will note that there is no difference between Figures 4 and 5 in Terras [11] for prime or non-prime modulus $q$. The Mathematica command is:

```
ListDensityPlot[Table[Mod[x^2+y^2,q],{x,1,q},{y,1,q}],
Mesh->False,ColorFunction->Hue],
```
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