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Abstract. The homogeneous space $G/P_\lambda$, where $G$ is a simple algebraic group and $P_\lambda$ a parabolic subgroup corresponding to a fundamental weight $\lambda$ (with respect to a fixed Borel subgroup $B$ of $G$ in $P_\lambda$), is known in at least two settings. On the one hand, it is a projective variety, embedded in the projective space corresponding to the representation with highest weight $\lambda$. On the other hand, in synthetic geometry, $G/P_\lambda$ is furnished with certain subsets, called lines, of the form $gB\langle r \rangle P_\lambda/P_\lambda$ where $r$ is a preimage in $G$ of the fundamental reflection corresponding to $\lambda$ and $g \in G$. The result is called the Lie incidence structure on $G/P_\lambda$. The lines are projective lines in the projective embedding. In this paper we investigate to what extent the projective variety data determines the Lie incidence structure.

1. Introduction

Let $k$ be a field, $n$ a natural number, and let $X$ be any set of points in the projective space $P(k^n)$. The points and lines lying on $X$ give rise to an incidence system which we shall denote by $\Delta(X)$. We are interested in the structure of these incidence systems. The main motivating examples stem from the geometries of Lie type. In these cases, the set $X$ is actually a projective variety, given as an intersection of quadrics.

1.1. Theorem (cf. [2], [8]). Suppose $G$ is a connected split semisimple algebraic group with Tits system $(B, N, W, R)$, and set $T = B \cap N$. Let $\lambda$ be a dominant weight with respect to $B$, and let $P_\lambda = BW_\lambda B$ be the corresponding parabolic subgroup of $G$. Then the $G$-module $S^2 V(\lambda)$ contains the highest weight module $V(2\lambda)^*$ with multiplicity 1 and with a $G$-invariant complement $M$. The highest weight orbit $G\langle v_\lambda \rangle$ of $G$ in $P(V(\lambda))$ is a projective variety isomorphic to $G/P_\lambda$. It is the zero set of any basis of $M$ (which are homogeneous quadratic polynomials on $V(\lambda)$).

This result is probably well known. A proof for $k$ of characteristic 0 can be found in [2], and a more general proof in [8].

In the setting of the above theorem, let $\lambda$ be a fundamental node, say $\lambda = \omega_j$, and denote the corresponding reflection by $r$. Then, according to the theorem, the point set of each Lie incidence system can be identified with the zero set of all (quadratic) polynomials in $M$. Here, we recall from [3], the Lie incidence system associated with $G$ and $r$ is a pair $\Gamma = (\mathcal{P}, \mathcal{L})$, where $\mathcal{P} = G/P_\lambda$ and $\mathcal{L}$ consists of all
G-images of the 'standard' line $\{ b(r)P_\lambda \mid b \in B \}$. If $G$ is simple and has Lie type $Y_n$, we say that $\Gamma$ is the incidence system of type $Y_{n,j}$. We shall use Bourbaki’s ([1]) labeling of the fundamental roots throughout.

It is well known and easily verified (see Proposition 2.1 below) that the lines of $\Delta(\mathcal{P})$ are symplectic spaces $C_{n,1}$ in $\mathbb{P}(k^{2n})$ and $G_{2,1}$ in $\mathbb{P}(k^7)$, in which cases the lines of the corresponding $\Delta$ space are the lines of $\mathbb{P}(k^{2n})$, the lines of the $B_{3,1}$ quadric, respectively. In this paper, we completely classify the counterexamples.

**Main Theorem.** Let $G$ be a connected simple split algebraic group and choose a Tits system $(B, N, W, R)$ in $G$. Let $\lambda = \omega_j$ be the $j$-th fundamental weight, and let $P_\lambda = BW_\lambda B$ be the corresponding parabolic subgroup of $G$. View the variety $\mathcal{P} = G/P_\lambda$ as a subvariety of $\mathbb{P}(V(\lambda))$ (via the map $xP_\lambda \mapsto kxv_\lambda$, where $v_\lambda$ is a high weight vector of $V_\lambda$), and let $\Gamma$ be the Lie incidence system of type $Y_{n,j}$. Then $\Gamma$ and $\Delta(\mathcal{P})$ have the same point set, and the lines of $\Gamma$ are also lines of $\Delta$ (that is, the Lie incidence system is embedded in $\mathbb{P}(V(\lambda))$). Suppose $\Delta(\mathcal{P})$ and $\Gamma$ do not coincide. Then $Y_{n,j}$ is as in Table 1.

In these cases, a good description of $\Delta(\mathcal{P})$ is available, see §3.4. Also, we have a criterion, without case distinction, which tells us when two points of $\Gamma$ are on a line of $\Delta(\mathcal{P})$. It uses the Weyl group element expressing the relation between two points in $G/P_\lambda$ in the Bruhat decomposition of $P_\lambda \backslash G/P_\lambda$, see Proposition 2.1.

The fact that $\mathcal{P}$ is an intersection of quadrics implies that $\Delta(\mathcal{P})$ is a Gamma space, i.e., for every point $p$ and line $\ell$ either at most one or all points of $\ell$ are collinear with $p$. Also, it allows us to conclude that a projective line is a line of $\Delta(\mathcal{P})$ whenever three of its points belong to $\mathcal{P}$.

### 2. Collinearity in $\Delta(\mathcal{P})$

We first give a criterion for two points of $\Gamma$ to be collinear in $\Delta(\mathcal{P})$. We retain the notation of the Main Theorem. We shall often drop the argument $\mathcal{P}$ and just write $\Delta$. We shall write $D^{i,j}$ to denote the set of distinguished $(W_\lambda, W_\lambda)$-coset representatives, that is, $\{ w \in W \mid \forall s \in R \backslash \{r\} \ l(ws) = l(sw) > l(w) \}$ (cf. [1]).

For $w \in W$, two points $gP_\lambda$, $hP_\lambda \in G/P_\lambda$ are said to be in Bruhat relation $w$ if $g^{-1}h \in P_\lambda wP_\lambda$. Clearly, $w$ may be taken to lie in $D^{i,j}$.  

#### 2.1. Proposition. Let $p, q$ be points of $\Delta$ and suppose their Bruhat relation is $w \in D^{i,j}$. Then $p$ and $q$ are collinear in $\Delta$ if and only if $w$ is a reflection with positive root $\alpha$ such that $\langle \lambda, \alpha \rangle = 1$. 

<table>
<thead>
<tr>
<th>$Y_{n,j}$</th>
<th>$\Delta(\mathcal{P})$</th>
<th>restriction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B_{n,n}$</td>
<td>$D_{n+1,n+1}$</td>
<td>$j &lt; n$</td>
</tr>
<tr>
<td>$C_{n,j}$</td>
<td>subspace of $A_{2n-1,j}$</td>
<td></td>
</tr>
<tr>
<td>$F_{4,3}$</td>
<td>subspace of $E_{6,3}$</td>
<td></td>
</tr>
<tr>
<td>$F_{4,4}$</td>
<td>subspace of $E_{6,1}$</td>
<td></td>
</tr>
<tr>
<td>$G_{2,1}$</td>
<td>$B_{3,1}$</td>
<td></td>
</tr>
</tbody>
</table>

---

Table 1. Geometries $Y_{n,j}$ distinct from $\Delta(\mathcal{P})$.
Here, $\langle \lambda, \alpha \rangle = 2(\lambda, \alpha)/(\alpha, \alpha)$ for a root $\alpha$ and weight $\lambda$, and $(\cdot, \cdot)$ is the usual Euclidean inner product of the root space. The proof relies on the following

2.2. Lemma. If $p$ and $q$ are distinct collinear points of $\Delta$, then there is a maximal torus of $G$ which stabilizes $pq$, fixes both $p$ and $q$ and is transitive on the remainder of $pq$.

Proof. Without loss of generality, we may (and shall) take $p = \langle v_\lambda \rangle$ and $q = \langle v_{w\lambda} \rangle$, with $w$ a distinguished double $(W_\lambda, W_\chi)$-coset representative. Here, $v_\lambda$ and $v_{w\lambda}$ denote weight vectors of the indicated weights. Then the standard maximal torus $T = B \cap N$ stabilizes the line $pq$ and acts as required, as $(\lambda, \alpha) \neq (\lambda, w^{-1}\alpha)$ for at least one root vector $\alpha$.

We call a subgroup of $G$ fundamental if it is a semisimple closed subgroup of $G$ normalized by a maximal torus of $G$.

2.3. Corollary. If $\ell$ is a $\Delta$ line, then there is a fundamental subgroup $S$ stabilizing $\ell$ whose induced group on $\ell$ coincides with $PSL(\ell)$. Moreover, the $(W_\lambda, W_\chi)$-coset expressing the Bruhat relation between two distinct collinear points of $\Delta$ contains a reflection.

Proof. Let $H$ be the full stabilizer in $G$ of $\ell$. Let $T$ be a maximal torus stabilizing $\ell$ as in the proof of Lemma 2.2 (so, after conjugation, we may assume $T$ to be in $B$), and let $T'$ be the connected component of the identity in the kernel of the $T$-action on $\ell$. Then $T'$ is a torus of codimension 1 in $T$, which fixes infinitely many points of $G/P_\lambda$ and hence of $G/B$. So $T'$ is the kernel of a uniquely defined positive root $\alpha$ (cf. Proposition 24.3 of [6]). Let $S$ be the commutator of the centralizer $C_G(T')$ of $T'$ in $G$. Since $C_G(T')$ contains $T$ and is a connected reductive group of semisimple rank one (cf. Theorem 22.3 and Corollary 26.2 A of [6]), $S$ is a fundamental subgroup of $G$ isomorphic to $(P)SL_2$ and $C_G(T') = TS = T'S$. By a proof similar to (or using) Theorem 22.4 of [6], each component of the subvariety of $T'$-fixed points in $G/P_\lambda$ is a $C_G(T')$-orbit. Since $T$ fixes two points of $\ell$ and $\ell$ is wholly contained in a single $C_G(T')$-orbit, it follows that $\ell$ is an $S$-orbit, and that $S$ acts on $\ell \cong \mathbb{P}^1$ in the natural way. Moreover, the non-trivial element in the Weyl group of $C_G(T')$ interchanging the two $T'$-fixed points is the reflection expressing the Bruhat relation between two distinct points of $\ell$.

2.4. Proof of Proposition 2.1. Let $p = kv_\lambda$ and $q = kv_{w\lambda}$ be points in Bruhat relation $w$. The group $S$ of Corollary 2.3 has a 2-dimensional representation on $kv_\lambda + kv_{w\lambda}$ with fundamental high weight for $S$. By Corollary 2.3, $w$ is a reflection in a root, say $\alpha$, and $S$ is the fundamental subgroup isomorphic to $(P)SL_2$ and corresponding to this root. On the other hand, the high weight of the representation of $S$ on $kv_\lambda + kv_{w\lambda}$ is given by the restriction of $\lambda$ to the $\alpha$ torus, hence the condition $(\lambda, \alpha) = 1$.

Now for the converse, if $w$ is a reflection with root $\alpha$ such that $(\lambda, \alpha) = 1$, the fundamental subgroup of $G$ isomorphic to $SL_2$ or $PSL_2$ and corresponding to $\alpha$ will have a 2-dimensional invariant subspace containing $v_\lambda$, and, by its action on 1-spaces, will permute all the points of this projective line; hence the 2-space will constitute a line of $\Delta$.

We shall denote by $s_i$ the $i$-th fundamental reflection of $W$, and, for $w \in W$, by $l(w)$ the minimal length of $r$ as a product of these fundamental reflections. If $\alpha$ is a
root, we shall write \( r_\alpha \) for the corresponding reflection. Thus, \( s_i = r_{\alpha_i} \) and \( r = s_j \).

The following proposition provides a quick way of deciding whether a double coset contains a reflection.

2.5. Proposition. Suppose \( w \in D^{ij} \) is such that \( W_\lambda wW_\lambda \) contains a reflection. Then either \( w = 1 \) or \( w \) is a reflection.

Proof. Amongst all reflections in \( W_\lambda wW_\lambda \) let \( r = r_\alpha \) be chosen with \( l(r) \) minimal. Without loss of generality we may take \( \alpha \) to be a positive root (otherwise replace \( \alpha \) by \( -\alpha \)). We prove that either \( r \in W_\lambda \), in which case \( w = 1 \), or \( r \in D^{ij} \), in which case \( r = w \) and hence \( w \) is a reflection.

Since \( r \) is a reflection it has order two, so in order to show that \( r \in D^{ij} \) it suffices to show that \( r \) is a \( W_\lambda \)-distinguished coset representative; this amounts to showing that for all \( i \neq j \) we have \( r(\alpha_i) > 0 \). Suppose to the contrary that \( r(\alpha_i) < 0 \) for some \( i \neq j \). If \( r(\alpha_i) = -\alpha_i \) then \( r = s_i \in W_\lambda \) and consequently \( w = 1 \). Therefore, we may assume that \( r(\alpha_i) \neq -\alpha_i \). Since \( r(\alpha_i) < 0 \) we have \( l(rs_i) < l(r) \). Note that \( (rs_i)^{-1} = rs_i \) since \( r \) and \( s_i \) are both reflections. This implies \( l(rs_i) = l(s_ir) \). Also, \( s_ir(\alpha_i) < 0 \) and therefore we have

\[
l(s_ir) < l(s_i) < l(r).
\]

Since \( i \neq j \), the reflection \( s_{\alpha_i}rs_{\alpha_i} \) belongs to \( W_\lambda rW_\lambda = W_\lambda wW_\lambda \), which contradicts the choice of \( r \).

Clearly, roots in the same \( W_\lambda \)-orbit give rise to reflections in the same \((W_\lambda, W_\lambda)\)-coset. Thus, it makes sense to determine all \( W_\lambda \)-orbits of roots.

2.6. Lemma. Let \( \lambda = \omega_j \). Suppose \( \mathcal{O} \) is a \( W_\lambda \)-orbit of roots \( \sum a_i \alpha_i \) distinct from \( W_\lambda \alpha_j \) with \( a_j > 0 \) and \( (\lambda, \alpha) = 1 \). Then either \( Y_{n,j} = C_{n,j} \) with \( j < n \) and \( \mathcal{O} = W_\lambda (2\alpha_j + \cdots + 2\alpha_{n-1} + \alpha_n) \), or \( Y_{n,j} = B_{n,n} \) and \( \mathcal{O} = W_\lambda (\alpha_{n-1} + 2\alpha_n) \).

Proof. Straightforward case by case analysis. By way of example, we deal with \( D_n \).

Suppose \( j < n-1 \), so \( \alpha_j = \epsilon_j - \epsilon_{j+1} \). Let \( \alpha \) be a positive root. That is, \( \alpha = \epsilon_i \pm \epsilon_k \) for some \( i, k \) with \( i < k \).

Suppose \( i \leq j \) and \( j+1 \leq k \). By transitivity of \( W_\lambda \) on the index set \( \{1, \ldots, j\} \) and \( \{j+1, \ldots, n\} \), we may assume \( i = j \) and \( k = j+1 \). Then \( \alpha = \epsilon_j + \epsilon_{j+1} \), which is conjugate in \( W_\lambda \) to \( \epsilon_j - \epsilon_{j+1} \).

If \( i, k \leq j \), then \( \alpha = \epsilon_i + \epsilon_j \), and, by use of \( W_\lambda \), we may assume \( i = j - 1 \). But then \( (\lambda, \alpha) = 2 \).

Finally, suppose \( i, k \geq j+1 \). Then \( i = j+1 \) and, after use of \( W_\lambda \) once more, we may assume \( \alpha = \epsilon_{j+1} - \epsilon_{j+2} = \alpha_{j+1} \), contradicting \( a_j > 0 \).

Next suppose \( k = n \). Then any root can be transformed into \( \alpha_{n-1} = \epsilon_{n-1} \pm \epsilon_n \) using the \( A_n \) structure of \( W_\lambda \). But this is in \( W_\lambda \) so no other reflections occur.

Another restriction we can apply before classifying is:

2.7. Lemma. If \( w \in W \) represents a \( \Delta \) line then so does any Weyl group element less than \( w \) in the Bruhat order.

Proof. Suppose \( p, q \in \mathcal{P} \) are in the relation \( w \). Suppose \( v \in D^{ij} \) is covered by \( w \) in the Bruhat ordering restricted to \( D^{ij} \). Then there is a \( \Gamma \) line \( \ell \) on \( q \) with a point \( u \) say in relation \( v \) to \( p \), while all remaining points of \( \ell \) are in relation \( w \) to \( p \). Take such a point, say \( s \). The three lines \( \ell, ps, \) and \( pq \) of the projective plane spanned by \( p, q, \) and \( u \) all belong to \( \mathcal{P} \). Consequently, all points of this plane belong to \( \mathcal{P} \),
whence \( u \). But then \( v \) is the Weyl group element of a \( \Delta \) collinear pair of points (namely \( p \) and \( u \)).

2.8. Corollary. If \( \Gamma \) has \( \Delta \) lines which do not belong to \( \Gamma \), then there are such lines having points at \( \Gamma \) distance 2.

Proof. Let \( v \) and \( w \) be as in the above proof. If \( w \) represents a distance bigger than 2 in \( \Gamma \), then replace \( w \) by \( v \). Continuing this way, one finds a pair of \( \Delta \) collinear points at \( \Gamma \) distance 2. \( \square \)

3. Proof of the Main Theorem

3.1. Lemma. The lines of \( \Gamma \) are lines of \( \Delta \).

Proof. This is direct from Proposition 2.1. \( \square \)

3.2. Lemma. In the cases of type \( E_{n,k} \) and \( F_{4,j} \) \( (j \neq 3,4) \), we have \( \Delta = \Gamma \).

Proof. In view of Corollary 2.8 we only need consider pairs of points at mutual distance 2 in \( \Gamma \). We recall that each such pair is either symplectic (i.e., the common neighbors, together with the lines of \( \Gamma \), form a Lie incidence system of type \( A_3,2 \), \( D_{n,1} \) with \( n \geq 4 \), \( B_{n,1} \), or \( C_{n,1} \) with \( n \geq 2 \)) or special, in which case there is only one common neighbor.

As symplectic pairs in these cases do not correspond to \( C_{n,1} \) type incidence systems, they are not \( \Delta \) collinear. But neither are special pairs, as their Bruhat relations are not reflections (this is easily checked by a look at the distinguished coset representatives and the use of Proposition 2.5, cf. [3]). \( \square \)

3.3. Lemma. If \( \Gamma \) and \( \Delta \) do not coincide, then \( \Gamma \) is as in Table 1.

Proof. Suppose \( \Gamma \neq \Delta \). If \( Y_n \) is classical, then the reflections \( r_\alpha \) with \( \langle \lambda, \alpha \rangle = 1 \) and not belonging to \( W_\lambda(r)W_\lambda \) have roots \( \alpha \) as indicated in Lemma 2.6; the corresponding types \( Y_{n,j} = C_{n,j} \) \( (j < n) \), \( B_{n,n} \) occur in Table 1.

By Lemma 3.2, for the exceptional groups, we only need consider the cases \( Y_{n,j} = G_{2,1}, G_{2,2}, F_{4,3}, F_{4,4} \). A direct computation with roots shows that, if \( \mathcal{O} \) is a \( W_\lambda \)-orbit on roots \( \alpha \) distinct from \( W_\lambda(\alpha_j) \) satisfying \( \langle \lambda, \alpha \rangle = 1 \) then we have one of the following three cases, in which \( \mathcal{O} = W_\lambda \alpha \):

1. \( Y_{n,j} = F_{4,3} \) and \( \alpha = \alpha_2 + 2\alpha_3 \);
2. \( Y_{n,j} = F_{4,4} \) and \( \alpha = \alpha_2 + 2\alpha_3 + 2\alpha_4 \);
3. \( Y_{n,j} = G_{2,1} \) and \( \alpha = 3\alpha_1 + \alpha_2 \).

(The necessary computations are easily checked using LiE, cf. [7].) Due to Proposition 2.1, in these cases the spaces \( \Delta \) contain indeed more lines than those of \( \Gamma \). \( \square \)

3.4. Identification of the \( \Delta \) geometries listed in Table 1. \( C_{n,j} \) \( (j < n) \): The point set of the \( \Gamma \) geometry consists of all totally isotropic \( j \)-dimensional subspaces of a non-degenerate symplectic space \( V \) of dimension \( 2n \). The lines are in one-to-one correspondence with the pairs \( (X,Y) \) of incident totally isotropic subspaces with \( \dim(X) = k - 1 \) and \( \dim(Y) = k + 1 \). The associated line consists of all \( k \)-dimensional subspaces incident with both \( X \) and \( Y \). A \( \Delta \)-collinear but not \( \Gamma \)-collinear pair \( (U_1, U_2) \) of totally isotropic \( k \)-subspaces satisfies \( \dim(U_1 \cap U_2) = k - 1 \) with \( U_1 + U_2 \) not totally isotropic. The associated line consists of all the \( k \)-subspaces which are incident with the pair \( (U_1 \cap U_2, U_1 + U_2) \). Consequently, this geometry is the subspace of the Grassmannian \( A_{2n-1,k} \) generated by all the totally isotropic subspaces of \( V \).
$B_{n,n}$: The point set of $\Gamma$ consists of all $n$-dimensional totally singular subspaces of a non-degenerate orthogonal space $V$ of dimension $2n+1$ with Witt index $n$. The $\Gamma$ lines are in one-to-one correspondence with the totally singular $n-1$-dimensional subspaces and for such a subspace $U$ the associated line consists of all the $n$-dimensional totally singular subspaces which contain it. The $\Delta$-collinear but not $\Gamma$-collinear pairs are pairs of totally singular $n$-dimensional subspaces which meet in an $n-2$-dimensional subspace. If the pair is $(X,Y)$ and $U = X \cap Y$, then the collection of all maximal singular subspaces which contain $U$, say $Q(U)$, has the structure of a generalized quadrangle of type $C_{2,1}$. In this generalized quadrangle, $X, Y$ determine a “hyperbolic line” and this is the $\Delta$ line on $X$ and $Y$.

We claim that the $\Delta$ geometry is the half-spin geometry $D_{n+1,n+1}$. This can be seen as follows: Let $W$ be a $2n+2$-dimensional orthogonal space with maximal Witt index containing $V$ as a hyperplane. This space has two classes of maximal totally singular subspaces, $S_1, S_2$ such that, for each totally singular subspace $Y$ of $W$ with $\dim(Y) = n$, there is a unique $S_i \in S_i$ with $M \subset S_i$ ($i = 1, 2$). Let $S$ be one of $S_i$ ($i = 1, 2$). The geometry $D_{n+1,n+1}$ has as its points the set $S$. Its lines are in one-to-one correspondence with the totally singular subspaces $U$ of $W$ with $\dim(U) = n-1$; the corresponding line consists of all the $S \in S$ such that $U \subset S$.

By the above, for each maximal singular subspace $M$ in $V$ there is a unique element $S \in S$ with $M \subset S$. Moreover, for $S \subset S$, the subspace $S \cap V$ is maximal singular in $V$. In this way we get a bijection between the points of $B_{n,n}$ and the points of $D_{n+1,n+1}$. We will denote images under this bijection by the bar convention. One can deduce from the above paragraph that $S, T \in S$ are collinear if and only if $\dim(S \cap T) = n-1$. Moreover, the lines of $D_{n+1,n+1}$ can be described in terms of this relation (as the “double perp” of adjacent points). It therefore suffices to show that two points $X$, $Y$ of $B_{n,n}$ are $\Delta$-collinear if and only if $\dim(\bar{X} \cap \bar{Y}) = n-1$. Suppose first that $\dim(\bar{X} \cap \bar{Y}) = n-1$. It then must be the case that $\dim(X \cap Y) \geq n-2$. If $\dim(X \cap Y) = n-1$ then $\{X, Y\}$ is $\Gamma$-collinear, while if $\dim(X \cap Y) = n-2$ then $\{X, Y\}$ is $\Delta$ but not $\Gamma$ collinear.

Conversely, suppose $\{X, Y\}$ is $\Delta$ collinear so that $\dim(\bar{X} \cap \bar{Y}) \geq n-2$. Then their images in $D_{n+1,n+1}$ satisfy $\dim(\bar{X} \cap \bar{Y}) \geq n-2$. Since $\bar{X}, \bar{Y} \in S$, the codimension $\dim(\bar{X} \cap (\bar{X} \cap \bar{Y}))$ is even. It follows that $\dim(\bar{X} \cap \bar{Y}) = n-1$, so $\bar{X}$ and $\bar{Y}$ are collinear points of $D_{n+1,n+1}$.

$G_{2,1}$: The induced geometry is $B_{3,1}$. This is well known. See, for example, §5.22 of [3].

$F_{4,4}$: The 26-dimensional module for $F_4$ which provides the embedding for this geometry is a hyperplane of the 27-dimensional module for $E_6$, which is the representation space of $E_{6,1}$. The $E_{6,1}$ points which lie in this hyperplane are the points of the $F_{4,4}$ geometry (cf. [4]). The geometry $F_{4,4}$ is an incidence system in which the geodesic closure of a symplectic pair is an incidence system of type $C_{3,1}$. Such a subsystem is called a symplecton. Two points $x, y$ in $F_{4,4}$ are $\Delta$-collinear if and only if they lie in a symplecton, in which case they are either $\Gamma$-collinear or have $\Gamma$-distance 2 and uniquely determine the symplecton $S$. The $\Delta$-line is then the hyperbolic line of $S$ which is determined by $x$ and $y$. We note that under this relation a symplecton becomes a subspace isomorphic to $\mathbf{P}(k^6)$. However, this is just the relation of being collinear as points of the $E_{6,1}$ geometry and therefore the $\Delta$ geometry on $F_{4,4}$ is just the subspace of the full $E_{6,1}$ geometry generated by the points in the hyperplane spanned by the points of the $F_{4,4}$ geometry.
$F_{4,3}$: The points of this geometry may be identified with the lines of the $F_{4,4}$ geometry. Under this identification, two lines $l_1, l_2$ are collinear in the $\Delta$ geometry when they meet and belong to a symplecton. From this we deduce that the $\Delta$ geometry on $F_{4,3}$ is the full subgeometry of $E_{6,2}$ generated by all $F_{4,4}$ lines.

3.5. Remarks. **A.** The Main Theorem can easily be extended to deal with non-maximal parabolic subgroups $P_\lambda$, by replacing the fundamental weight $\lambda$ by sums of distinct fundamental weights. (Note that the latter condition is imperative, for if some fundamental weight occurs more than once in $\lambda$, some $\Gamma$-lines are no longer $\Delta$-lines.)

Let $I_0$ be the set of indices $j$ for which $\omega_j$ occurs in $\lambda$. Then there are $|I_0|$ different kinds of $\Gamma$-line, one for each root in $I_0$ (cf. [5]). Now suppose $|I_0| > 1$. Set $I = \{1, \ldots, n\}$ and $J = I \setminus I_0$ (so that $P_\lambda = P_J$). Now $\Delta$-lines consisting of non-$\Gamma$ collinear points exist provided:

(i) $I$ has two root lengths; and
(ii) there is a short root $\alpha \in I_0$ whose connected component in $J \cup \{\alpha\}$ has a long root.

We remark that this can occur for at most one root in $I_0$ and consequently there is at most one class of $\Delta$-lines which are not $\Gamma$-lines.

**B.** In the cases of Table 1 where $\text{Aut}(\Delta) = \text{Aut}(\Gamma)$, the $\Gamma$-lines can be recovered from $\Delta$ in an intrinsic way. The relevant cases are $C_{n,j}$ ($j < n$), $F_{4,4}$, and $F_{4,3}$. We describe this in the $C_{n,j}$ case. The arguments for $F_{4,4}$ and $F_{4,3}$ are similar. In the $\Delta$-geometry on $C_{n,j}$ ($j < n$), there are two types of maximal singular subspaces: for a point of the Lie incidence system, that is, a totally isotropic subspace $U$ of dimension $j-1$, we have the collection $M(U)$ of all the totally isotropic $j$-dimensional subspaces which contain $U$. As a space the subspace $M(U)$ of $\Delta$ is isomorphic to $P(k^{2n-2j+2})$. For a totally singular $j+1$-dimensional subspace $W$ there is the collection $N(W)$ of all hyperplanes of $W$. This is a singular subspace of $\Gamma$ isomorphic to $P(k^{j+1})$. On the other hand, $M(U)$ is a symplecton of $\Gamma$ and two distinct subspaces always intersect in a singular subspace of $\Gamma$. Consequently, the $\Gamma$-lines are those $\Delta$-lines which belong to more than one $\Delta$-maximal singular subspace.
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