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Abstract. In this paper we obtain new fixed point and random fixed point theory for approximable maps.

1. Introduction

This paper presents fixed point theory for weakly inward, approximable maps defined on a metrizable linear topological space (which is not necessarily locally convex). The paper is divided into two main parts. In Section 2 we use ideas in [1] (see also [9, 12]) to present new fixed point results for approximable maps. These maps were introduced in the Hausdorff linear topological space setting in [2, 3]. We will discuss in detail the setting when our map is also weakly inward; however other types of maps will also be considered. In Section 3 we use a recent result [14] to present random analogues of the results in Section 2.

We now gather together some definitions and known facts which will be used throughout this paper. Let $E$ be a Hausdorff linear topological vector space and let $C$ be a closed, convex subset of $E$. The set

$$I_C(x) = \{ x + \lambda(y - x) : \lambda \geq 0, y \in C \} \quad \text{for } x \in C$$

is called the inward set at $x$. A mapping $F : C \to 2^E$ (here $2^E$ denotes the family of all nonempty subsets of $E$) is said to be weakly inward with respect to $C$ if

$$F(x) \cap I_C(x) \neq \emptyset \quad \text{on } C.$$

In fact, since $C$ is closed and convex we have

$$I_C(x) = x + \{ \lambda(y-x) : \lambda \geq 1, y \in C \}.$$

Let $Y$ be a topological space. A mapping $F : E \to 2^Y$ is upper semicontinuous (u.s.c.) if the set $F^{-1}(B) = \{ x \in E : F(x) \cap B \neq \emptyset \}$ is closed for any closed set $B$ in $Y$.

Suppose $X$ and $Z$ are subsets of Hausdorff topological vector spaces $E_1$ and $E_2$ respectively and $F : X \to 2^Z$ is a multifunction. Given two open neighborhoods $U$ and $V$ of the origins in $E_1$ and $E_2$ respectively, a $(U,V)$-approximative continuous selection [2] of $F$ is a continuous function $s : X \to Z$ satisfying

$$s(x) \in (F[(x+U) \cap X] + V) \cap Z \quad \text{for every } x \in X.$$
$F$ is said to be approximable [3] if its restriction $F|_K$ to any compact subset $K$ of $X$ admits a $(U, V)$-approximative continuous selection for every open neighborhoods $U$ and $V$ of the origins in $E_1$ and $E_2$ respectively.

Let $(\Omega, \mathcal{A})$ denote a measurable space. For a metric space $(X, d)$ we denote by $C(X)$ all nonempty closed subsets of $X$. Suppose $Z$ is a nonempty subset of $X$ and $F: Z \to 2^X$. Now $F$ is called hemicompact if each sequence $\{(x_n)\}_{n=1}^\infty$ in $Z$ has a convergent subsequence whenever $d(x_n, F(x_n)) \to 0$ as $n \to \infty$ (recall that if $Y$ is a nonempty subset of $X$ then $d(x, Y) = \inf_{y \in Y} d(x, y)$). A mapping $F: \Omega \to 2^X$ is measurable (respectively weakly measurable) if for every closed (respectively open) subset $D$ of $X$, $F^{-1}(D) = \{w \in \Omega : F(w) \cap D \neq \emptyset\} \in \mathcal{A}$. A mapping $F: \Omega \times Z \to 2^X$ is called a random operator if for every $x \in Z$, the map $F(\cdot, x): \Omega \to X$ is measurable. A random operator $F: \Omega \times Z \to 2^X$ is called continuous (hemicompact, etc.) if for each $w \in \Omega$, $F(w, \cdot)$ is continuous (hemicompact, etc.). The single valued map $\phi: \Omega \to X$ is said to be (i) a deterministic fixed point of $F$ if $\phi(w) \in F(w, \phi(w))$ for all $w \in \Omega$ and (ii) a random fixed point of $F$ if $\phi$ is a measurable map such that $\phi(w) \in F(w, \phi(w))$ for all $w \in \Omega$.

Next we state a very recent result of Tan and Yuan [14].

**Theorem 1.1.** Let $(\Omega, \mathcal{A})$ be a measurable space and $Z$ a nonempty, separable, complete subset of a metric space $(X, d)$. Suppose the map $F: \Omega \times Z \to C(X)$ is a random, continuous, hemicompact map. Then $F$ has a deterministic fixed point iff $F$ has a random fixed point.

To conclude this introduction, we would like to state that the results of this paper will be used in forthcoming papers (“Fixed points, multivalued inequalities, control problems and differential inclusions on proximate retracts” and “Viable solutions of differential equations and inclusions on proximate retracts in Banach spaces”) to establish new existence theory for viable solutions of differential inclusions on proximate retracts.

## 2. Fixed Points

This section presents some fixed point theory for upper semicontinuous maps. Throughout this section $E$ will be a metrizable (metric $d$) linear topological vector space (not necessarily locally convex), $C$ will be a closed, convex subset of $E$, and $U_0$ a $d$-bounded (i.e. there exists $K > 0$ with $U_0 \subset \{x \in E : d(0, x) < K\}$) open subset of $E$. We will let $U = U_0 \cap C$ and $0 \in U$. We consider maps $F: \overline{U} \to CC(E)$; here $CC(E)$ denotes the family of all nonempty, compact subsets of $E$. Our discussion is restricted to the spaces $IAP_C(\overline{U}, E)$, $KAP(\overline{U}, E)$, $AP(\overline{U}, E)$ and $KIAP(\overline{U}, E)$.

**Definition 2.1.** We say $F \in IAP_C(\overline{U}, E)$ if $F: \overline{U} \to CC(E)$ is a u.s.c., bounded (i.e. $F(\overline{U})$ is a subset of a $d$-bounded set in $E$), approximable, weakly inward w.r.t. $C$, map which satisfies property (B).

**Remark.** Property (B) will usually mean that the map is compact. However in some situations (which we will specify at each stage) property (B) will mean that the map is condensing. We only introduce property (B) for convenience in presenting our results.
Definition 2.2. We say \( F \in K\text{AP}_C(\overline{U}, E) \) if \( F : \overline{U} \to CK(E) \) is a u.s.c., bounded map which satisfies property (B) and
\[
F(x) \subseteq T_C(x) \quad \text{on} \quad \overline{U};
\]
here \( CK(E) \) denotes the family of all nonempty, compact, acyclic [6, 7] subsets of \( E \).

Definition 2.3. We say \( F \in AP_C(U, E) \) if \( F : U \to CC(E) \) is a u.s.c., bounded, approximable map which satisfies property (B) and
\[
F(x) \subseteq I_C(x) \quad \text{on} \quad U.
\]

Definition 2.4. We say \( F \in K\text{AP}_C(U, E) \) if \( F : U \to CK(E) \) is a u.s.c., bounded, weakly inward w.r.t. \( C \), map which satisfies property (B).

Theorem 2.1. Let \( E, C, U, U_0 \) be as above, \( 0 \in U \) and \( G \in I\text{AP}_C(\overline{U}, E) \). Assume the following conditions are satisfied:
\[
\text{(2.1)} \quad \text{if} \quad A \subseteq \overline{U} \quad \text{satisfies} \quad A \subseteq \text{co}(G(A) \cup \{0\}), \quad \text{then} \quad A \quad \text{is compact},
\]
\[
\text{(2.2)} \quad \begin{cases}
\text{any map} \quad F \in I\text{AP}_Ω(Ω, E) \quad \text{has a fixed point}; \quad \text{here} \\
\quad Ω \text{ is any} \quad d-\text{bounded, closed, convex subset of} \quad E,
\end{cases}
\]
and
\[
\text{(2.3)} \quad \begin{cases}
\text{for any continuous map} \quad µ : \overline{U} \to [0, 1] \quad \text{with} \quad µ(∂U) = 0 \\
\quad \text{and any} \quad d-\text{bounded, closed, convex set} \quad Ω \supseteq \overline{U},
\end{cases}
\]
\[
\text{satisfies property (B)};
\]
here \( ∂U \) denotes the boundary of \( U \) in \( C \) and
\[
N(x) = \begin{cases}
µ(x)G(x), & x \in \overline{U}, \\
\{0\}, & x \in Ω \setminus \overline{U}.
\end{cases}
\]

Then either
\( (A1) \) \( G \) has a fixed point in \( \overline{U} \); or
\( (A2) \) there exist \( u \in ∂U \) and \( λ \in (0, 1) \) with \( u \in λG(u) \).

Remark. Suppose \( E \) is a Banach space, property (B) means the map is condensing and \( G : \overline{U} \to CQ(E) \); here \( CQ(E) \) denotes the family of all nonempty, compact, convex subsets of \( E \). That is, \( G \in I\text{AP}_C(\overline{U}, E) \) if \( G : U \to CQ(E) \) is a u.s.c., bounded, condensing, weakly inward w.r.t. \( C \), map (it is well known [3, 4] that \( G \) is approximable). In addition (2.1), (2.2) (see [5]) and (2.3) are clearly satisfied. We refer the reader also to [13].

Proof. Suppose (A2) does not hold and \( G \) does not have a fixed point on \( ∂U \). Let
\[
H = \{ x \in \overline{U} : x \in λG(x) \quad \text{for some} \quad λ \in [0, 1] \}.
\]
Now \( H \neq \emptyset \) since \( 0 \in H \). A standard argument [10] implies \( H \) is closed. This together with (2.1) implies \( H \) is compact. Now since \( H \cap ∂U = \emptyset \) there is a continuous function \( µ : \overline{U} \to [0, 1] \) with \( µ(H) = 1 \) and \( µ(∂U) = 0 \). Since \( U_0 \) is a \( d \)-bounded set and \( G \in I\text{AP}_C(\overline{U}, E) \) (in particular \( G(\overline{U}) \) is a subset of a \( d \)-bounded set in \( E \)), there exists \( R > 0 \) with
\[
U_0 \subset \{ x \in E : d(0, x) < R \} \quad \text{and} \quad G(\overline{U}) \subset \{ x \in E : d(0, x) < R \}.
\]
Let \( \Omega = C \cap \{ x \in E : d(0, x) < R + 1 \} \) and define
\[
N(x) = \begin{cases} 
\mu(x) G(x), & x \in U, \\
0, & x \in \Omega \cup U.
\end{cases}
\]
Now \( N : \Omega \to CC(E) \) is u.s.c., bounded, and satisfies property (B). Next we show that \( N \) is approximable. To see this, let \( K \) be any compact subset of \( \Omega \). Our argument follows the technique in [2, page 486] (see also [12]). Let \( U_1 \) and \( V_1 \) be two open neighborhoods of the origin. We may assume without loss of generality that \( U_1 \) is symmetric. Let \( V_2 \subseteq V_1 \) be a balanced open neighborhood of the origin such that \( V_2 + V_2 \subseteq V_1 \). Since \( K \) is compact, \( G \) is u.s.c., and \( \mu \) is continuous, then for any \( x \in K \), it is easy to see (since \( G(K) \) is a subset of a bounded set) that there exists a neighborhood \( W_x \subseteq U_1 \) of the origin such that
\[
\mu([x + W_x] \cap K) G([x + W_x] \cap K) \subseteq \mu(x) G(x) + V_2;
\]
here we use the notation \( \mu(A) G(A) = \{ \mu(x) G(y) : x \in A, \ y \in A \} \). Let \( Z_x \subseteq W_x \) be a neighborhood of the origin such that \( Z_x + Z_x \subseteq W_x \). Now let \( \{ x_i + Z_{x_i} \}_i \) be an open cover of \( K \) and let \( U_2 = \bigcap_i^n Z_{x_i} \). Since \( K \cap U \) is compact, let \( s : K \cap U \to E \) be the \( (U_2, V_2) \)-approximative continuous selection of \( G|_{K \cap U} \). Let
\[
s_1(x) = \begin{cases} 
\mu(x) s(x), & x \in K \cap U, \\
0, & x \in K \cap \overline{\Omega \cup U}.
\end{cases}
\]
We now check that \( s_1 : K \to E \) is a \( (U_1, V_1) \)-approximative continuous selection of \( N|_K \). Fix \( x \in K \cap U \). Then \( x = x_i + Z_{x_i} \) for some \( i \in \{1, \ldots, n\} \). Now since
\[
s(x) \in G(x + U_2) + V_2
\]
we have
\[
\mu(x) s(x) \in \mu(x + W_{x_i}) G(x + U_2) + V_2,
\]
and so
\[
\mu(x) s(x) \in \mu(x + W_{x_i}) G(x_i + W_{x_i}) + V_2.
\]
Thus
\[
\mu(x) s(x) \in \mu G(x_i) + V_1,
\]
and so
\[
\mu(x) s(x) \in \mu G([x + U_1] \cap K) + V_1.
\]
Consequently \( s_1 : K \to E \) is a \( (U_1, V_1) \)-approximative continuous selection of \( N|_K \). We claim that \( N \) is weakly inward w.r.t. \( \overline{\Omega} \). If the claim is true then \( N \in IAP_{\overline{\Omega}}(\overline{\Omega}, E) \), and so by (2.2) we know that there exists \( x \in \overline{\Omega} \) with \( x \in N(x) \). However, since \( 0 \in U \) we have \( x \in U \). Thus \( x \in N(x) \) and \( x \in U \). Consequently \( x \in \lambda G(x) \) with \( 0 \leq \lambda = \mu(x) \leq 1 \).

As a result \( x \in H \), so \( \mu(x) = 1 \). Thus \( x \in G(x) \), and we are finished.

It remains to prove the claim. If \( x \in \overline{\Omega \cup U} \) then \( N(x) = \{0\} \subseteq \overline{I(x)}(\overline{x}) \), since \( 0 \in U_0 \cap C \) (so \( 0 \in \Omega \)). Next fix \( x \in U \). Now since
\[
G(x) \cap \overline{I_C(x)} \neq \emptyset \quad \text{and} \quad 0 \in \overline{I_C(x)},
\]
then
\[
[s G(x) + (1 - s) 0] \cap \overline{I_C(x)} \neq \emptyset \quad \text{(where} \ s = \mu(x)\text{)}
\]
since \( \overline{I_C(x)} \) is convex. Consequently
\[
N(x) \cap \overline{I_C(x)} \neq \emptyset.
\]
Now take \( y \in N(x) = \mu(x)G(x) \) and \( y \in \overline{IC}(x) \). Then there exist \( \{\lambda_n\}_{n \in \mathbb{N}} \), with \( \lambda_n \geq 1 \) for \( n \in \mathbb{N} \), and \( \{z_{\lambda_n}\}_{n \in \mathbb{N}} \subseteq C \), with
\[
d(y, x + \lambda_n[z_{\lambda_n} - x]) \to 0 \quad \text{as} \quad n \to \infty.
\]
Let
\[
v_{\lambda_n} = x + \lambda_n[z_{\lambda_n} - x].
\]
Now \( v_{\lambda_n} \to y \) as \( n \to \infty \), so
\[
v_{\lambda_n} \in \{x \in E : d(0, x) < R + 1\} \quad \text{for} \quad n \in \mathbb{N} \quad \text{sufficiently large}.
\]
Let \( \tau_n = \frac{1}{\lambda_n} \). Then
\[
z_{\lambda_n} = (1 - \tau_n)x + \tau_nv_{\lambda_n},
\]
so \( z_{\lambda_n} \in \overline{\Omega} \) for \( n \) sufficiently large. Thus
\[
z_{\lambda_n} \in \overline{\Omega} \quad \text{for} \quad n \quad \text{sufficiently large and} \quad d(y, x + \lambda_n[z_{\lambda_n} - x]) \to 0 \quad \text{as} \quad n \to \infty.
\]
Thus \( y \in \overline{IC}(x) \). \( \square \)

Remark. It is possible to replace \( U_0 \) \( d \)-bounded and \( G(U) \) a subset of a \( d \)-bounded set in \( E \) by: there exists a convex set \( C_0 \) with \( U_0 \subset C_0 \) and \( G(U) \subset C_0 \) [of course the other assumptions have to be appropriately adjusted]. A similar remark applies to the other theorems in this paper.

Essentially the same reasoning as in Theorem 2.1 (except easier) establishes the corresponding results for \( KAP \) maps.

**Theorem 2.2.** Let \( E, C, U_0, U \) be as above, \( 0 \in U \) and \( G \in KAP_C(U, E) \). Suppose (2.1) holds. In addition assume that the conditions
\[
\begin{align*}
(2.4) & \quad \begin{cases} 
\text{any map } F \in KAP_\Omega(\Omega, E) \text{ has a fixed point;} \\
\text{here } \Omega \text{ is any } d \text{-bounded, closed,} \\
\text{convex subset of } E 
\end{cases} \\
\text{and} \\
(2.5) & \quad \begin{cases} 
\text{for any continuous map } \mu : U \to [0, 1] \text{ with } \mu(\partial U) = 0 \\
\text{and any } d \text{-bounded, closed, convex set } \Omega \supseteq \overline{U}, \\
\text{we have that } N : \Omega \to CK(E) \text{ (given below) satisfies property (B)} 
\end{cases}
\end{align*}
\]
are satisfied; here
\[
N(x) = \begin{cases} 
\mu(x)G(x), & x \in U, \\
\{0\}, & x \in \Omega \setminus \overline{U}.
\end{cases}
\]
Then either
\[
(A1) \quad G \text{ has a fixed point in } U; \quad \text{or} \\
(A2) \quad \text{there exist } u \in \partial U \text{ and } \lambda \in (0, 1) \text{ with } u \in \lambda G(u).
\]

Remark. Suppose \( E \) is a uniformly convex Banach space (or more generally a reflexive Banach space satisfying property (H) in [6]), and property (B) means the map is compact. That is, \( G \in KAP_C(U, E) \) if \( G : U \to CK(E) \) is a u.s.c., compact map with \( F(x) \subseteq \overline{IC}(x) \) on \( U \). Now (2.1), (2.4) (see [6, page 22]) and (2.5) are clearly satisfied. If \( E \) is a Hilbert space we could replace \( G \) being compact with \( G \) being condensing (see [6]). We refer the reader also to [8, 9].

Similarly we have results for \( AP \) and \( KIAP \) maps.
Theorem 2.3. Let $E, C, U_0, U$ be as above, $0 \in U$ and $G \in AP_C(U, E)$. Suppose (2.1) and (2.3) hold. In addition assume that the condition
\begin{equation}
\begin{aligned}
\{ & \text{any map } F \in AP_\Omega(\Omega, E) \text{ has a fixed point; here } \\
& \Omega \text{ is any } d-\text{bounded, closed, convex subset of } E 
\}
\end{aligned}
\end{equation}
is satisfied. Then either

(A1) $G$ has a fixed point in $U$; or

(A2) there exist $u \in \partial U$ and $\lambda \in (0, 1)$ with $u \in \lambda G(u)$.

Theorem 2.4. Let $E, C, U_0, U$ be as above, $0 \in U$ and $G \in KIAP_C(U, E)$. Suppose (2.1) and (2.5) hold. In addition assume that the condition
\begin{equation}
\begin{aligned}
\{ & \text{any map } F \in KIAP_\Omega(\Omega, E) \text{ has a fixed point; here } \\
& \Omega \text{ is any } d-\text{bounded, closed, convex subset of } E 
\}
\end{aligned}
\end{equation}
is satisfied. Then either

(A1) $G$ has a fixed point in $U$; or

(A2) there exist $u \in \partial U$ and $\lambda \in (0, 1)$ with $u \in \lambda G(u)$.

If $E$ is Fréchet and $G$ is a condensing map, then (2.1) is automatically satisfied. However (2.1) may not be satisfied if $G$ is a 1–set contractive map. It is of interest to try to extend Theorems 2.1–2.4 to this setting. We will just state and prove a result for $IAP$ maps. A similar result holds for $KAP$, $AP$ and $KIAP$ maps (we choose to omit the details, since the reasoning is essentially the same in all cases).

Theorem 2.5. Let $E, C, U_0, U$ be as above, $0 \in U$ and $G : U \to CC(E)$ be a u.s.c., bounded, approximable, weakly inward w.r.t. $C$, map. Assume the following conditions are satisfied:
\begin{equation}
\begin{aligned}
\{ & \text{for each } n \in \{2, 3, \ldots\}, G_n = \left(1 - \frac{1}{n}\right) G \text{ satisfies property (B);} \\
& \text{any map } F \in IAP_\Omega(\Omega, E) \text{ has a fixed point; here } \\
& \Omega \text{ is any } d-\text{bounded, closed, convex subset of } E; \\
& \text{for each fixed } n \in \{2, 3, \ldots\}, \text{ if } A \subseteq U \text{ satisfies} \\
& A \subseteq co(G_n(A) \cup \{0\}), \text{ then } A \text{ is compact} \\
& \text{for each fixed } n \in \{2, 3, \ldots\}, \text{ and for any} \\
& \text{continuous map } \mu : U \to [0, 1] \text{ with } \mu(\partial U) = 0 \\
& \text{and any } d-\text{bounded, closed, convex set} \\
& \Omega \supseteq \overline{U}, \text{ we have that } N_n : \Omega \to CC(E) \\
& \text{(given below) satisfies property (B)} \\
& \text{and} \\
& \text{if } \{x_n\} \subseteq U \text{ with } y_n \in G(x_n) \text{ for all } n \\
& \text{and } x_n - y_n \to 0 \text{ as } n \to \infty, \\
& \text{then there exists } x \in U \text{ with } x \in G(x).
\} 
\end{aligned}
\end{equation}
Then either

(A1) $G$ has a fixed point in $\overline{U}$; or

(A2) there exist $u \in \partial U$ and $\lambda \in (0, 1)$ with $u = \lambda G(u)$.

Proof. Suppose (A2) does not hold. For each $n \in \{2, 3, \ldots\}$ let $G_n = (1 - \frac{1}{n}) G$. We claim $G_n \in IAP_C(\overline{U}, E)$ for each $n \in \{2, 3, \ldots\}$. First we show that $G_n$ is weakly inward w.r.t. $C$. To see this, fix $x \in \overline{U}$. Now since

$$G(x) \cap \overline{T_C(x)} \neq \emptyset, \quad 0 \in \overline{T_C(x)}$$

and $G_n(x) = (1 - \frac{1}{n}) G(x) + \frac{1}{n} 0$, we have

$$G_n(x) \cap \overline{T_C(x)} \neq \emptyset$$

since $\overline{T_C(x)}$ is convex. Consequently $G_n$ is weakly inward w.r.t. $C$. It remains to show that $G_n$ is approximable. To see this let $K$ be any compact subset of $\overline{U}$. Let $U_1$ and $V_1$ be two open neighborhoods of the origin. We may assume without loss of generality that $V_1$ is balanced. Let $s : K \to E$ be the $(U_1, V_1)$–approximative continuous selection of $G|_K$, i.e.

$$s(x) \in G(x + U_1) + V_1.$$ 

Now clearly $(1 - \frac{1}{n}) s : K \to E$ is a $(U_1, V_1)$–approximative continuous selection of $(1 - \frac{1}{n}) G|_K$.

Consequently $G_n \in IAP_C(\overline{U}, E)$. We would like to apply Theorem 2.1. If there exist $u \in \partial U$ and $\lambda \in (0, 1)$ with $u = \lambda G_n(u)$, then $u = \lambda G_n(u)$ (1 - $\frac{1}{n}$) $G(u)$. This is a contradiction since (A2) does not hold. Apply Theorem 2.1 (with $G_n$ replacing $G$), and we are guaranteed that $G_n$ has a fixed point $x_n \in U$. Choose $y_n \in G(x_n)$ with $x_n = (1 - \frac{1}{n}) y_n$. Notice that $x_n - y_n = -\frac{1}{n} y_n \to 0$, since $G(\overline{U})$ is bounded. Now apply (2.12) to deduce that there exists $x \in \overline{U}$ with $x \in G(x)$.  

3. Random fixed points

We now use Theorem 1.1 to produce random analogues of the results in Section 2. We prove a result for IAP maps (i.e., we will present the random analogue of Theorem 2.1). Similarly, random fixed point theorems could be presented for KAP, AP and KIAP maps (i.e., we could establish the random analogue of Theorems 2.2–2.5); however we choose to omit the details since the reasoning is essentially the same in all cases.

Throughout $E$ will be a metrizable (metric $d$) linear topological vector space (not necessarily locally convex), $C$ will be a closed, convex subset of $E$, and $U_0$ a $d$–bounded open subset of $E$. We will let $U = U_0 \cap C$ and $0 \in U$.

**Theorem 3.1.** Let $E, C, U_0, U$ be as above and $0 \in U$. Also $(\Omega, A)$ is a measurable space and $\overline{U}$ is a separable, complete subset of $E$. Assume $G : \Omega \times \overline{U} \to CC(E)$ is a continuous, bounded, approximable, weakly inward w.r.t. $C$, hemicompact map which satsifies property (B) (this means that, for each $w \in \Omega, G(w, \cdot)$
is a continuous, bounded, approximable, weakly inward w.r.t. C, hemicompact map which satisfies property (B)). Suppose the following conditions are satisfied:

\[(3.1) \begin{cases} 
\text{for each } w \in \Omega, \text{ if } A \subseteq \overline{U} \text{ satisfies } \\
A \subseteq \text{co}(G(w, A) \cup \{0\}) \text{ then } \overline{A} \text{ is compact;} 
\end{cases} \]

\[(3.2) \begin{cases} 
\text{for each } w \in \Omega, \text{ any map } F(w, .) \in \text{IAP}_{\Omega_0}(\Omega_0, E) \\
\text{has a fixed point; here } \Omega_0 \text{ is any } d\text{-bounded,} \\
closed, convex subset of } E; 
\end{cases} \]

\[(3.3) \begin{cases} 
\text{for each } w \in \Omega, \text{ and for any continuous map } \\
\mu : \overline{U} \to [0, 1] \text{ with } \mu(\partial U) = 0 \text{ and} \\
any } d\text{-bounded, closed, convex set } \Omega_0 \supseteq \overline{U}, \\
\text{we have that } N(w, .) : \Omega_0 \to CC(E) \\
\text{(given below) satisfies property (B);} 
\end{cases} \]

and

\[(3.4) \quad \text{for any } w \in \Omega, u \notin \lambda G(w, u) \text{ for all } u \in \partial U \text{ and } \lambda \in (0, 1); \]

here

\[N(w, x) = \begin{cases} 
\mu(x) G(w, x), & x \in \overline{U}, \\
\{0\}, & x \in \Omega_0 \setminus \overline{U}. 
\end{cases} \]

Then \( G \) has a random fixed point.

**Proof.** From Theorem 2.1, we know that \( G \) has a deterministic fixed point. Now Theorem 1.1 implies \( G \) has a random fixed point. \( \square \)
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