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Abstract. Let \(D\) be an integral domain with quotient field \(K\) and \(E \subseteq D\). We investigate the relationship between the Skolem and completely integrally closed properties in the ring of integer-valued polynomials

\[
\text{Int}(E, D) = \{ f(X) | f(X) \in K[X] \text{ and } f(a) \in D \text{ for every } a \in E \}.
\]

Among other things, we show for the case \(D = \mathbb{Z}\) and \(|E| = \infty\) that the following are equivalent: (1) \(\text{Int}(E, \mathbb{Z})\) is strongly Skolem, (2) \(\text{Int}(E, \mathbb{Z})\) is completely integrally closed, and (3) \(\text{Int}(E, \mathbb{Z}) = \text{Int}(E \setminus \{a\}, \mathbb{Z})\) for every \(a \in E\).

1. Introduction

Throughout \(D\) will be an integral domain with quotient field \(K\). For a subset \(E\) of \(D\), we set

\[
\text{Int}(E, D) = \{ f(X) | f(X) \in K[X] \text{ and } f(a) \in D \text{ for every } a \in E \}.
\]

In the case \(E = D\), instead of \(\text{Int}(D, D)\) we simply write \(\text{Int}(D)\). These rings of “integer-valued polynomials” were studied early by Pólya [17][18] and Ostrowski [16] and extensively more recently by various authors (see Brizolis [2], Cahen [4], Chabert [6, 7], McQuillan [13], and Gilmer [11]). These recent works center on certain algebraic properties of the rings and on conditions under which certain ideals are determined by their “values”. The “Skolem conditions” [20] (as defined in the next section) and the complete integral closure are described in this work in terms of properties of the subset \(E\). The results in some cases will reduce to already known results in the case \(E = D\) ([5] is a good general reference for such results).

2. Basic properties

In this section we establish some terminology and elementary observations regarding the properties to be discussed. Also, some simple examples are given which reflect the general results in the next section. If \(I\) is an ideal of \(\text{Int}(E, D)\), then the ideal \(I(a) = \{ f(a) | f(X) \in I \}\) of \(D\) where \(a \in E\) is called the ideal of values of \(I\)
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at \(a\). If \(\Gamma\) is a set of ideals of \(\Int(E, D)\) then consider the following conditions on elements \(I\) and \(J\) of \(\Gamma\) with respect to \(E\):

(s) If \(I(a) = D\) for all \(a \in E\), then \(I = \Int(E, D)\).

(S) If \(I(a) = J(a)\) for all \(a \in E\), then \(I = J\).

**Definition A.** Let \(R = \Int(E, D)\).

1. An ideal \(I\) of \(R\) is called *unitary* if \(I \cap D \neq \{0\}\).
2. \(R\) satisfies the *Skolem property* with respect to \(E\) if the set of finitely generated ideals of \(R\) satisfies property (s).
3. \(R\) satisfies the *strong Skolem property* with respect to \(E\) if the set of finitely generated ideals of \(R\) satisfies property (S).

It may be for two distinct subsets \(E\) and \(F\) of \(D\) that \(\Int(E, D) = \Int(F, D)\). If so, we will call \(E\) and \(F\) \(D\)-polynomially equivalent. Hence, it may be necessary to denote the subset that is being considered for the Skolem property. It will follow from the results in Sections 3 and 4 in the case where \(D\) is Dedekind with finite residue fields and \(E\) and \(F\) are \(d\)-subsets (see Definition C below), that property (S) for finitely generated ideals of \(R = \Int(E, D)\) depends on \(R\) rather than on \(E\). Indeed, in this case, if \(R = \Int(E, D)\) satisfies (S) with respect to \(E\) and \(\Int(F, D) = R\), then we will show in Corollary 4.7 that property (S) with respect to \(F\) is satisfied since it is equivalent to \(R\) being completely integrally closed. We do not know of an example of a more general domain \(D\) and sets \(E\) and \(F\) where \(\Int(E, D) = \Int(F, D)\) and the finitely generated ideals of \(\Int(E, D)\) satisfy (s) or (S) with respect to \(E\) but not with respect to \(F\).

**Definition B.**

1. An element \(a \in E\) is a *polynomially isolated point of \(E\)* if \(\Int(E, D)\) is properly contained in \(\Int(E \setminus \{a\}, D)\).
2. A cofinite subset \(F\) of \(E\) (i.e., \(E - F\) is finite) is a *set with isolation* if \(\Int(E, D)\) is properly contained in \(\Int(F, D)\).

**Definition C.** \(E\) is a *divisor subset of \(D\)* (or \(d\)-subset) if for polynomials \(f(X), g(X) \in K[X]\) with \(f(a)g(a)\) in \(D\) for all except a finite number of \(a \in E\), then \(f(X)g(X)\) in \(K[X]\).

Throughout the remainder of the paper, by “isolated” we always mean “polynomially isolated”. Definition C generalizes the notion of a \(d\)-ring given in [12]. Using our terminology, \(D\) is a \(d\)-ring means that \(D\) is a divisor subset of \(D\).

If \(D\) is Dedekind with finite residue fields, then the following three conditions are equivalent (see [11] and [15]):

(a) \(\Int(E, D) = \Int(F, D)\),

(b) \(E\) and \(F\) represent the same system of residues of \(D/P^k\) for each prime ideal power \(P^k\),

(c) the topological closure of \(E\) equals the topological closure of \(F\) in the \(P\)-adic topology of \(\hat{D}_P\) for all prime ideals \(P\) of \(D\).

With regard to Definition A, much attention has been given in the case \(E = D\) in Brizolis [2], Cahen [3, 4], Chabert [6, 7, 8] and in a more general setting by McQuillan [13, 14, 15]. Under the general condition that \(D\) is a Dedekind domain with finite residue fields, it has been established that \(\Int(D)\) is Prüfer (and hence \(\Int(E, D)\) is also Prüfer as it is an overring of \(\Int(D)\)). In this case, the Skolem and strong Skolem properties are established for \(\Int(D)\) for certain \(D\) [2, 3, 4, 6, 7, 8, 13, 14, 15] and McQuillan shows that \(\Int(E, D)\) satisfies the strong
Skolem property for certain $E$. In this connection, it is also useful to note the works of Gilmer [11] and McQuillan [15] regarding the question of when $\text{Int}(E, D)$ is the same as $\text{Int}(F, D)$.

In the case where $D$ is a Dedekind domain with finite residue fields, the above cited works of Gilmer and McQuillan indicate that $a$ is an “isolated point of $E$” if and only if for some prime ideal $P$ of $D$, $a$ is isolated in the topological sense as a point in $E$ in the topological space $\hat{D}_P$ (the $P$-adic completion of $D$). We note the definition given above is strictly algebraic and does not depend on this associated topological structure. With regard to this, it is easy to see in the presence of the topological structure that a cofinite set $F$ is a set with isolation if and only if it contains an isolated point. We do not know whether the same is true in the general algebraic setting. The following presents a strictly algebraic argument in the case $D$ is completely integrally closed (which of course would include the Dedekind case). We will use $\subset$ to denote proper set containment.

**Theorem 2.1.** Let $D$ be a completely integrally closed domain, $E$ a subset of $D$ and $F$ a cofinite subset of $E$. Then an element $a \in F$ is an isolated point of $E$ if and only if it is an isolated point of $F$.

**Proof.** If $a$ is an isolated point of $E$, then there is $f(X) \in \text{Int}(E - \{a\}, D)$ such that $f(a) \notin D$. Obviously, $f(X) \in \text{Int}(F - \{a\}, D)$ and $f(X) \notin \text{Int}(F, D)$, that is, $a$ is an isolated point of $F$.

Conversely, assume that $a$ is not an isolated point of $E$. Let $E - F = \{b_1, \ldots, b_n\}$ and let $g(X) = \prod_{i=1}^n (X - b_i)$. Then, for each $f(X) \in \text{Int}(F - \{a\}, D)$ and each $t \in \mathbb{N}$, $g(X)f(X)^t \in \text{Int}(E - \{a\}, D) = \text{Int}(E, D)$. Therefore, $g(a)(f(a))^t \in D$ for each $t \in \mathbb{N}$. Since $g(a) \neq 0$, $f(a)$ is almost integral over $D$, which is completely integrally closed. Therefore $f(a) \in D$ and $f(X) \in \text{Int}(F, D)$. $\square$

**Corollary 2.2.** Let $D$ be a completely integrally closed domain and $E$ be a subset of $D$.

1. If $\{a_1, \ldots, a_n\}$ are all the isolated points of $E$, then $E - \{a_1, \ldots, a_n\}$ has no isolated points.
2. If $E - F = \{a_1, \ldots, a_n\}$, then $\text{Int}(E, D) \subset \text{Int}(F, D)$ if and only if some $a_i$ is an isolated point of $E$.

**Proof.** Assertion 1 is a direct consequence of the theorem. Let us prove assertion 2. If some $a_i$ is an isolated point of $E$, then $\text{Int}(E, D) \subset \text{Int}(E - \{a_i\}, D) \subseteq \text{Int}(F, D)$.

Conversely, if the $a_i$ are not isolated points of $E$, then it follows from the theorem that $\text{Int}(E, D) = \text{Int}(E - \{a_1\}, D) = \text{Int}(E - \{a_1, a_2\}, D) = \cdots = \text{Int}(F, D)$. $\square$

**Example 2.3.** Let $D = \mathbb{Z}$ and $E = \mathbb{P}$ be the set of prime integers. One can see “topologically” that each prime $p$ is an isolated point of $E$ in the $p$-adic integers $\mathbb{Z}_p$. The above algebraic description of an isolated point is even easier to see as

$$f(X) = \frac{(X - 1) \cdots (X - p + 1)}{p}$$

is in $\text{Int}(\mathbb{P} \setminus \{p\}, \mathbb{Z})$ but not in $\text{Int}(\mathbb{P}, \mathbb{Z})$. We also note that $f(X)$ is almost integral over $\text{Int}(\mathbb{P}, E)$ since for $g(X) = X - p$ one easily gets $g(X)(f(X))^k \in \text{Int}(\mathbb{P}, \mathbb{Z})$ for all $k \geq 1$. Hence $\text{Int}(\mathbb{P}, \mathbb{Z})$ is not completely integrally closed. The strong Skolem condition also fails since one can take $I = (g(X))$ and $J = (g(X), g(X)f(X))$. It is easy to see $I(q) = J(q)$ for every $q \in \mathbb{P}$, but $I \neq J$ since $g(X)f(X) \notin I$ would imply
f(X) \in \text{Int}(\mathbb{P}, \mathbb{Z}). The ideas given in this example are described in the general situation in the next two sections, where it is shown for infinite subsets of \(\mathbb{Z}\) that the conditions \(\text{Int}(E, \mathbb{Z})\) strong Skolem, \(\text{Int}(E, \mathbb{Z})\) completely integrally closed and \(E\) has no isolated points, are equivalent. Additional information on \(\text{Int}(\mathbb{P}, \mathbb{Z})\) can be found in [9, 10].

The other definition given above, that of a d-subset, is also related to the completely integrally closed and Skolem properties of \(\text{Int}(E, D)\). McQuillan and Gunji [12] introduced the idea of a d-ring of which Definition C is a generalization. We remark that an obvious reformulation of the definition would state that \(E\) is a d-subset whenever it has the property that the only rational functions \(F(X)\) in \(K(X)\) with \(F(a) \in D\) for all except a finite number of \(a\) in \(E\) must be in \(K[X]\). We also list the following lemma without proof since the first two statements are easy consequences of the definition and the third represents a result found in [11, Lemma 3] or [19, vol. II, p. 133].

Lemma 2.4. 1. If \(E\) is a d-subset and \(F\) is a cofinite subset of \(E\), then \(F\) is a d-subset.

2. If \(E \subseteq F\) and \(E\) is a d-subset, then \(F\) is a d-subset. Hence, if \(D\) contains a d-subset, then it must necessarily be a d-ring.

3. \(E \subseteq \mathbb{Z}\) is a d-subset if and only if \(|E| = \infty\).

In connection with 2 and 3 in the above lemma, it is of interest to consider the following example.

Example 2.5. Let \(D\) be the ring of integers in a real quadratic number field. Set \(E\) to be the set of units in \(D\). We note in this case that we have \(D\) is a Dedekind domain with finite residue fields and there is a fundamental unit \(\lambda\) for which \(E = \{ \pm \lambda^n \mid n \in \mathbb{Z} \}\). Hence \(|E| = \infty\). Also, by Gunji and McQuillan [12, paragraph 1], \(D\) is a d-ring. Although not of particular interest here, one can see that \(E\) has no isolated points. This follows since for each prime ideal \(P\) of \(D\), each value in \(E\) must be represented by an infinite number of distinct values of \(E\) in \(D/P^k\) (which is finite). However, \(E\) is not a d-subset since the rational function \(F(X) = \frac{1}{X}\) has the property that \(F(a) \in D\) for every \(a \in E\). It is also worth noting that \(\text{Int}(E, D)\) does not satisfy the Skolem property since \(I = (X)\) is an ideal of \(\text{Int}(E, D)\) for which \(I(a) = D\) for all \(a \in E\), yet \(I \neq \text{Int}(E, D)\). Theorem 3.1 of the next section will show that \(\text{Int}(E, D)\) is completely integrally closed.

In [13], McQuillan develops the strong Skolem property for \(\text{Int}(E, D)\) in the case \(D\) is a Dedekind domain with finite residue fields which is a d-ring and where \(E\) is a “homogenous” set. McQuillan’s definition of a homogenous set \(E\) is that there is a non-zero ideal \(I\) of \(D\) for which \(a + I \subseteq E\) whenever \(a \in E\). We relate this concept to our results in the following lemma.

Lemma 2.6. If \(D\) is a Dedekind domain with finite residue fields which is a d-ring and \(E\) is a homogenous subset of \(D\), then

1. \(E\) is a d-subset.

2. \(E\) has no isolated points.

Proof. \(E\) homogenous means there is a nonzero ideal \(I\) of \(D\) so that \(a + I \subseteq E\) for every \(a \in E\). It is enough to assume there is a \(m \neq 0\) in \(D\) for which \(a + mD \subseteq E\) in order to draw our conclusions. To see that \(E\) is a d-subset, suppose \(f(X) \in K(X)\)
has the property that \( f(b) \in D \) for all but finitely many \( b \in E \). Letting \( g(X) = f(a + mX) \) we have \( g(d) \in D \) for all but finitely many \( d \in D \). Since \( D \) is a d-ring, it follows \( g(X) \in K[X] \) and hence \( f(X) \in K[X] \). It remains to show that \( E \) has no isolated points. This easily follows since for every prime ideal power \( P^k \), there exists a nonzero \( x \in I \cap P^k \). Thus, for \( a \in E \), \( a \neq a + x \) but \( a \equiv a + x \) (mod \( P^k \)). As a result, \( a \) cannot be an isolated point of \( E \).

3. THE COMPLETELY INTEGRALLY CLOSED PROPERTY

Recall that \( \text{Int}(D) \) is completely integrally closed if and only if \( D \) is completely integrally closed (see [1, Proposition 7.2] or [5, Proposition VI.2.1]). For \( \text{Int}(E,D) \) things are a little more complicated. If \( \text{Int}(E,D) \) is completely integrally closed in its quotient field \( K(X) \), then \( D \) is completely integrally closed in \( K \). With that hypothesis on \( D \), we first establish necessary and sufficient conditions so that \( \text{Int}(E,D) \) is completely integrally closed.

**Theorem 3.1.** For a completely integrally closed domain \( D \) the following are equivalent.

1. \( \text{Int}(E,D) \) is completely integrally closed.
2. \( E \) has no isolated points.

**Proof.** (1) \( \Rightarrow \) (2) Assume \( a \in E \) and \( f(X) \in \text{Int}(E\{a\},D) \). Then it easily follows \( (X-a)(f(X))^t \in \text{Int}(E,D) \) for \( t \geq 1 \). Since \( \text{Int}(E,D) \) is assumed to be completely integrally closed, we have \( f(X) \in \text{Int}(E,D) \). Therefore \( \text{Int}(E,D) = \text{Int}(E\{a\},D) \) and \( E \) has no isolated points.

(2) \( \Rightarrow \) (1) Let \( f(X) \in K(X) \) be almost integral over \( \text{Int}(E,D) \). Since \( \text{Int}(E,D) \subseteq K[X] \) which is completely integrally closed, we may assume \( f(X) \in K[X] \). There exists \( g(X) \neq 0 \) in \( \text{Int}(E,D) \) so that \( g(X)(f(X))^t \in \text{Int}(E,D) \) for all \( t \geq 1 \). Let \( a_1, \ldots, a_n \) be the (at most finite in number) zeros of \( g(X) \). Then, for \( b \in E\{a_1, \ldots, a_n\} \), \( g(b) \neq 0 \) and \( g(b)(f(b))^t \in D \) for \( t \geq 1 \). \( D \) is completely integrally closed, so this implies \( f(b) \in D \). Hence \( f(X) \in \text{Int}(E\{a_1, \ldots, a_n\},D) \) which is \( \text{Int}(E,D) \) by our assumption 2) and Theorem 2.1. Therefore \( \text{Int}(E,D) \) is completely integrally closed.

The above proof can be modified to give an exact description of the complete integral closure of \( \text{Int}(E,D) \) which we now record as follows.

**Theorem 3.2.** For a completely integrally closed domain \( D \) and subset \( E \) of \( D \), the complete integral closure \( R^* \) of \( R = \text{Int}(E,D) \) is given by \( R^* = \bigcup_{F \in \mathcal{F}} \text{Int}(F,D) \) where \( \mathcal{F} \) is the set of all cofinite subsets of \( E \).

**Proof.** In the proof of Theorem 3.1, it was established that \( f(X) \in R^* \) implies \( f(X) \in \text{Int}(F,D) \) for some \( F \in \mathcal{F} \). Conversely, for \( f(X) \in \text{Int}(F,D) \) where \( F = E\{a_1, \ldots, a_n\} \) we have for \( g(X) = \prod_{i=1}^{n}(X-a_i) \) that \( g(X)(f(X))^t \in \text{Int}(E,D) \) for all \( t \geq 1 \). Hence, \( f(X) \in R^* \) which gives the indicated representation of \( R^* \) in the theorem.

**Corollary 3.3.** If \( D \) is completely integrally closed and \( E \) is a subset of \( D \) with only finitely many isolated points, then the complete integral closure of \( R = \text{Int}(E,D) \) is \( R^* = \text{Int}(F,D) \) where \( F = E\{a \mid a \text{ is an isolated point of } E\} \). Moreover, in this case \( R^* \) itself is completely integrally closed.
Example 3.4. Consider as in Section 2 the domain $\text{Int}(P, \mathbb{Z})$ where $P$ is the set of prime numbers. Taking $E = P \cup \{1, -1\}$ we have [10, Proposition 2.1] that $\text{Int}(P, \mathbb{Z}) = \text{Int}(E, \mathbb{Z})$. Moreover, as indicated in Section 2, every $p \in P$ is an isolated point of $E$ (notice that 1 and $-1$ are not). If $P = \{p_1, p_2, \ldots\}$ is an enumeration of the primes in $P$ and $F_i = E \setminus \{p_1, \ldots, p_i\}$, we have

$$R = \text{Int}(P, \mathbb{Z}) \subseteq R^* = \bigcup_{i=1}^{\infty} \text{Int}(F_i, \mathbb{Z}).$$

We note the alternate description of $R^*$ is that

$$R^* = \{f(X) \in \mathbb{Q}[X] \mid f(p) \in \mathbb{Z} \text{ for all except a finite number of primes }\}.$$

We also note that the containment $R^* \subseteq \text{Int}(\{1, -1\}, \mathbb{Z})$ is proper. To see this, notice that $f(X) = \frac{x^2 - 1}{q}$ is in $\text{Int}(\{1, -1\}, \mathbb{Z})$ for any integer $q$. For $q$ a prime, if $f(X)$ were to be in $R^*$, then $f(p) \in \mathbb{Z}$ for all but a finite number of primes. That is, $p^2 \equiv 1 \pmod{q}$ for all but a finite number of primes. If $q$ is chosen prime $> 3$, then there are infinitely many primes $p$ of the form $p \equiv 2 \pmod{q}$ (by Dirichlet’s Theorem). Hence these primes cannot satisfy $p^2 \equiv 1 \pmod{q}$ which only holds for $p \equiv \pm 1 \pmod{q}$.

In terms of the integer-valued polynomials we note that for a decreasing sequence of subsets $F_1 \supseteq F_2 \supseteq \cdots$ that

$$\bigcap_{i=1}^{\infty} \text{Int}(F_i, \mathbb{Z}) \subseteq \text{Int} \left( \bigcap_{i=1}^{\infty} F_i, \mathbb{Z} \right)$$

but the containment may be proper as is shown above. In fact, we argue $R^* \neq \text{Int}(Y, \mathbb{Z})$ for any $Y$, for if $R^* \subseteq \text{Int}(Y, \mathbb{Z})$ we show $Y \subseteq \{1, -1\}$. Let $m \in \mathbb{Z}$ with $m \neq \pm 1$. Write $m = p_1 \cdots p_k$ where the $p_i$’s are not necessarily distinct primes. Let $c_1, \ldots, c_{\phi(m)}$ be a reduced system of residues modulo $m$ and set

$$f(X) = \frac{\prod_{i=1}^{\phi(m)}(X - c_i)}{m}.$$ 

Now, let $q$ be prime such that $q \not \in \{p_1, \ldots, p_k\}$. Then $(q, m) = 1$ and $q \equiv c_i \pmod{m}$ for some $i$. Thus $f(q) \in \mathbb{Z}$ and $f(X) \in R^*$. But $f(m) \not \in \mathbb{Z}$ and hence $Y \subseteq \{1, -1\}$. Our earlier observation that $R^* \subseteq \text{Int}(\{1, -1\}, \mathbb{Z})$ completes the argument that $R^* \neq \text{Int}(Y, R)$ for any $Y$.

4. The strong Skolem property

We now turn our attention to the Skolem properties. The conditions that $E$ be a d-subset and have no cofinite sets with isolation are critical. Under sufficient hypothesis to insure that $\text{Int}(E, D)$ is a Prufer domain, we show these two conditions are sufficient to give the strong Skolem property (Theorem 4.6). We also show the conditions are necessary in the case where $D$ is Dedekind with finite residue fields (Theorem 4.3). We begin with a general property.

Lemma 4.1. If $\text{Int}(E, D)$ is strongly Skolem, then $E$ has no subset with isolation; in particular $E$ has no isolated points.

Proof. Let $F = E \setminus \{a_1, \ldots, a_r\}$ be a cofinite subset of $E$, let $\varphi = (X - a_1) \cdots (X - a_r)$, and let $f$ be in $\text{Int}(F, D)$. In $\text{Int}(E, D)$ consider the two ideals $I = \langle \varphi \rangle$
and

\[ J = \langle \varphi, \varphi f(X) \rangle \]

noting, as we have before, that \( \varphi f(X) \in \text{Int}(E, D) \). It easily follows that \( I(b) = J(b) \) for all \( b \in E \). The strong Skolem property implies \( I = J \), and hence \( f(X) \in \text{Int}(E, D) \). \( \square \)

**Lemma 4.2.** Let \( D \) be a Dedekind domain with finite residue fields and \( E \subseteq D \). If \( f(X), g_1(X), \ldots, g_m(X) \) are in \( D[X] \), \( a \) is not an isolated point of \( E \), \( J \) is the ideal of \( \text{Int}(E, D) \) generated by \( g_1(X), \ldots, g_m(X) \) and \( f(b) \in J(b) \) for all except a finite number of \( b \) in \( E \), then \( f(a) \in J(a) \).

**Proof.** The assumption that \( a \) is not isolated and that \( f(b) \in J(b) \) for almost all \( b \) allows us for each prime ideal power \( P^k \) to choose \( b \in E \) with

1. \( f(b) \in J(b) \) and
2. \( b - a \in P^k \) (see (b) following Definition C).

For the case \( J(a) = D \), the result is trivial, so we assume \( J(a) = P_1^{n_1} \cdots P_k^{n_k} \). We complete the argument by establishing \( f(a) \in P_i^{n_i} \) for all \( i \) (hence \( f(a) \in \bigcap P_i^{n_i} = \prod P_i^{n_i} = J(a) \)). For simplicity of notation, let \( P^a = P_i^{n_i} \). Choose \( b \in E \) with \( f(b) \in J(b) \) and \( b - a \in P^n \). Since \( f(X), g(X) \) are in \( D[X] \) we have the following: there exist \( c_1, \ldots, c_m, d_1, \ldots, d_m, d \) in \( D \) with

a) \( f(b) = c_1 g_1(b) + \cdots + c_m g_m(b) \),

b) \( c_j g_j(b) - c_j g_j(a) = (b - a) d_j \) for every \( j \), and
c) \( f(b) - f(a) = (b - a) d \).

Thus,

\[ f(a) = \sum_{j=1}^{m} c_j g_j(a) + (b - a) \left( \sum_{j=1}^{m} d_j - d \right). \]

Therefore, \( f(a) \in J(a) + P^n = P^n \). Repeating the argument for \( P^n \) being \( P_1^{n_1}, \ldots, P_k^{n_k} \) yields \( f(a) \in J(a) \). \( \square \)

**Theorem 4.3.** If \( \text{Int}(E, D) \) is strongly Skolem and \( D \) is Dedekind with finite residue fields, then \( E \) has no isolated points and is a d-set.

**Proof.** By Lemma 4.1, \( E \) has no isolated points. To see that \( E \) must be a d-set, assume \( F(X) \in K(X) \) has the property that \( F(a) \in D \) for almost all \( a \in E \). Write \( F(X) = \frac{f(X)}{g(X)} \) with \( f(X), g(X) \in D[X] \) and consider the ideals \( I = \langle g(X) \rangle \) and \( J = \langle f(X), g(X) \rangle \) of \( \text{Int}(E, D) \). Obviously \( I(a) \subseteq J(a) \). Conversely, if \( h(X) \in J \) then \( h(a) \in I(a) \) for all \( a \in E \) by Lemma 4.2, since no \( a \) is isolated in \( E \). Hence \( J(a) = I(a) \) for all \( a \in E \). By the strong Skolem property for \( \text{Int}(E, D) \), it follows that \( I = J \) and hence \( f(X) \in \langle g(X) \rangle \) giving \( F(X) \in K[X] \). Thus \( E \) is a d-set. \( \square \)

The condition that \( E \) is a d-set enables us to conclude that when \( \text{Int}(E, D) \) is Prüfer it satisfies the Skolem property. The arguments given closely parallel those in McQuillan [13]. We repeat them because we do establish the d-subset hypothesis that the Skolem condition is valid for a slightly larger class of ideals than the unitary ideals of McQuillan’s discussion. Using this, we will establish under the additional Prüfer hypothesis the converse of Theorem 4.3.
Theorem 4.4. If $E$ is a $d$-subset and $\text{Int}(E, D)$ is Pr"{u}fer, then $\text{Int}(E, D)$ satisfies the Skolem condition.

Proof. Assume $I = \langle f_1(X), \ldots, f_n(X) \rangle$ is a finitely generated ideal of $\text{Int}(E, D)$ for which $I(a) = D$ for all $a \in E$. Since $\text{Int}(E, D)$ is Pr"{u}fer, there exist $F_1(X), \ldots, F_n(X)$ in $I^{-1} \subseteq K[X]$ for which

$$1 = \sum_{i=1}^{n} f_i(X)F_i(X).$$

Let $F$ be the cofinite subset of $E$ for which the $F_i(a)$ are defined for $a \in F$. Then, for a given $i$ and any $j$ with $1 \leq j \leq n$, $f_j(X)F_i(X) \in \text{Int}(E, D)$, so $f_j(a)F_i(a) \in D$ for each $a \in F$. Therefore $I(a) \cdot F_i(a) \in D$ which implies $F_i(a) \in D$. Since $F_i(a) \in D$ for all except a finite number of $a \in E$ and $E$ is a $d$-subset, we have $F_i(X) \in K[X]$. Since $F_i(X) \in K[X]$, $F = E$. Hence $F_i(X) \in \text{Int}(E, D)$. This argument was for each $i = 1, 2, \ldots, n$ so we actually have $I^{-1} \subseteq \text{Int}(E, D)$.

Therefore $I = \text{Int}(E, D)$. □

Theorem 4.5. Let $E$ be a $d$-subset and $\text{Int}(E, D)$ be Pr"{u}fer. If $I$ and $J$ are finitely generated ideals with $I(a) = J(a) \neq \{0\}$ for all $a \in E$ then $I = J$.

Proof. By applying the condition first to $I \subseteq I + J$ and then to $J \subseteq I + J$, we see it is sufficient to establish the result in the case $I \subseteq J$. That is, we assume $I \subseteq J$ and $I(a) = J(a) \neq \{0\}$ for each $a \in E$. Write $I = JC$ and we have, since $I(a) = J(a) \neq \{0\}$, that $C(a) = D$ for all $a \in D$. By Theorem 4.4, $C = \text{Int}(E, D)$ and hence $I = J$. □

Notice that Theorem 4.5 generalizes [13, Lemma 2.6] since clearly unitary ideals satisfy the hypothesis of the theorem.

Theorem 4.6. Let $\text{Int}(E, D)$ be Pr"{u}fer and $E$ be a $d$-subset which contains no sets with isolation. Then $\text{Int}(E, D)$ is strongly Skolem.

Proof. As the argument indicates in the proof of Theorem 4.5, it is sufficient to establish the case $I \subseteq J$ where $I$ and $J$ are finitely generated ideals with $I(a) = J(a)$ for all $a \in E$. Choose $f(X) \in I$ to be a polynomial of least degree in $I$. Write $\langle f(X) \rangle = IA$ and $\langle f(X) \rangle = JB$ noting that both $A$ and $B$ are integral ideals of $\text{Int}(E, D)$ with $B \subseteq A$. Now $IK[X] = f(X)K[X]$ so this gives $AK[X] = K[X]$, and hence $A \cap D \neq 0$. Let $F$ be the cofinite subset of $E$ which excludes the zeros of $f(X)$. For each $a \in F$, we have $I(a)A(a) = \langle f(a) \rangle = J(a)B(a)$ and hence $A(a) = B(a) \neq \{0\}$. It follows from Theorem 4.5 that $I\text{Int}(F, D) = J\text{Int}(F, D)$ since the cofinite subset $F$ of $E$ is also a $d$-subset of $D$, and hence that $I = J$ since $\text{Int}(F, D) = \text{Int}(E, D)$ by hypothesis. □

We provide a useful summary of the above results. Recall the observation from Section 2 that in the classical case, $D = \mathbb{Z}$, any infinite subset of $\mathbb{Z}$ is a $d$-subset.

Corollary 4.7. Suppose $D$ is a Dedekind domain with finite residue fields and that $E \subseteq D$. The following statements are equivalent.

1. $E$ is a $d$-subset with no isolated points.
2. $\text{Int}(E, D)$ is strongly Skolem.
3. $E$ is a $d$-subset and $\text{Int}(E, D)$ is completely integrally closed.
Corollary 4.8. Suppose $E \subset \mathbb{Z}$ and $|E| = \infty$. The following statements are equivalent.

1. $E$ has no isolated points.
2. $\text{Int}(E, \mathbb{Z})$ is strongly Skolem.
3. $\text{Int}(E, \mathbb{Z})$ is completely integrally closed.
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