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Abstract. In this paper, we show a unified approach to the problem of characterizing general distribution functions based on the conditional expectation between adjacent order statistics, \( \xi(x) = E(h(X_{r,n}) \mid X_{r+1,n} = x) \) or \( \bar{\xi}(x) = E(h(X_{r+1,n}) \mid X_{r,n} = x) \), where \( h \) is a real, continuous and strictly monotonic function. We have the explicit expression of the distribution function \( F \) from the above order mean function, \( \xi \) and \( \bar{\xi} \), and we give necessary and sufficient conditions so that any real function can be an order mean function. Our results generalize the results given for the discrete, absolutely continuous and continuous cases. Further, we show stability theorems for these characterizations.

1. Introduction

The problem of characterizing distributions through conditional expectations of adjacent order statistics has been of increasing interest during the last two decades due to its several applications, for example, the study of \((n-r)\)-out-of-\(n\) systems.

A \((n-r)\)-out-of-\(n\) system consists of \(n\) independent and identically distributed components, and it works as long as at least \((n-r)\) components are working. If \(X_i\) represents the lifetime of the \(i\)th component, \(i = 1, 2, \ldots, n\), the survival function of the \((n-r)\)-out-of-\(n\) system is the same as that of the \((r+1)\)th order statistics \(X_{r+1,n}\) from this sample of \(n\) random variables. Hence, the results obtained for order statistics hold for \((n-r)\)-out-of-\(n\) systems, so the study of order statistics plays an important role in reliability theory. Recently, the order statistics have been extensively studied in the literature to characterize particular distributions and families of distributions, for instance Arnold [1], Arnold et al. [2], El-Neweihi and Govindarajulu [4], Franco and Ruiz [6, 7], Khan and Abu-Salih [9], Nagaraja [11, 12] and Ouyang [13, 14].

Let \(X_1, X_2, \ldots, X_n\) be a set of \(n\) independent and identically distributed random variables with increasing and right continuous distribution function \(F\), and support \((\alpha, \beta)\), i.e., \(\lim_{x \to \alpha^+} F(x) = 0\), \(\lim_{x \to \beta^-} F(x) = 1\) and \(0 < F(x) < 1\) for all \(x \in (\alpha, \beta)\).

And let \(X_{1,n}, X_{2,n}, \ldots, X_{n,n}\) be the associated order statistics with \(X_{r,n} < X_{r+1,n}\), which prevents the case of ties when \(F\) is discrete, so the event \(\{X_{r,n} = X_{r+1,n}\}\)
has zero probability when \( F \) is discrete, and the \( X_{r,n} \)'s possess Markovian structure (see Arnold et al. [3] and Nagaraja [10]).

For each \( x \in D = \{ x \in \mathbb{R} : F(x-) > 0 \} \), and \( h \) is a given real, continuous and strictly monotonic function, we define the order mean function by

\[
\xi(x) = E(h(X_{r,n}) \mid X_{r+1,n} = x)
\]

or analogously, by

\[
\overline{\xi}(x) = E(h(X_{r+1,n}) \mid X_{r,n} = x)
\]

for each \( x \in \overline{D} = \{ x \in \mathbb{R} : F(x) < 1 \} \), where \( 1 \leq r < n \).

Hence, we propose two problems: (a) To obtain the parent distribution, given the order mean function. (b) To characterize the set of order mean functions.

These problems have been solved for particular expressions of \( \xi \) and \( \overline{\xi} \), when the distribution function \( F \) is discrete, absolutely continuous or continuous.

For instance, in the discrete case: using \( \overline{\xi}(x) = ax + b \) when \( h(x) = x \), Nagaraja [12] characterizes Waring, geometric and generalized hypergeometric type distributions, and Franco and Ruiz [7] solve the above problems. In the absolutely continuous case: Rogers [15] obtains the exponential distribution when \( h(x) = x \) and \( \overline{\xi}(x) = x + b \); Ferguson [5] characterizes the parent distribution when \( h(x) = x \) and \( \xi \) or \( \overline{\xi} \) is linear; Nagaraja [11] proves that, to \( h(x) = x \), if both \( \xi \) and \( \overline{\xi} \) are linear, then \( F \) is a uniform type distribution; and Khan and Abu-Salih [9] get some distributions by \( \xi(x) = ah(x) + b \) or \( \overline{\xi}(x) = ch(x) + d \), and they show one inversion formula when \( h \) and \( F \) are derivable. In the continuous case: Ouyang [13] characterizes the uniform distribution when \( h(x) = x \) and \( \overline{\xi}(x) = ax + b \) where \( a = (n-r)/(n-r+1) \); Ouyang [14] obtains the distribution function by \( \xi(x) = h(x) + c \) or \( \overline{\xi}(x) = h(x) + c \) when \( h \) is derivable and its derivative is continuous, and Franco and Ruiz [7] solve the above problems.

Since in characterization, emphasis is placed on obtaining results under the weakest assumptions on the distributions being characterized, we find it useful to prove stronger versions of these known results; for example, a characterization that requires a distribution be discrete or continuous is not as appealing as one that requires it only be a distribution function.

The main objective of the present paper is to solve the former problems in the case of arbitrary probability distributions. We give a unified approach for discrete, absolutely continuous and continuous cases, which will allow us to characterize mixture probability distributions of discrete and continuous distributions. Likewise, the characterization results given in the discrete, absolutely continuous and continuous cases, are particular cases of this work.

In Section 2, we consider corresponding questions to these objectives, and we give some technical results of the Riemann-Stieltjes product integral (RSPI) which will be useful in the following sections. In Section 3, we show general properties of the order mean functions. In Section 4, we obtain inversion formulas, i.e., explicit expressions of the distribution based on the order mean functions. In Section 5, we characterize the family of the order mean functions given necessary and sufficient conditions such that any real function is an order mean function. In Section 6, we obtain some stability theorems for these characterizations. Finally, in Section 7, we give some examples of characterization of mixture distributions.
2. Technical results

Let $\mathcal{F}$ be the set of the distribution functions $F$ satisfying $\int_{(\alpha,x)} h(y)d(F(y))^r < \infty$. So, for each $F \in \mathcal{F}$, we can rewrite (1.1) as

$$\xi(x) = \frac{\int_{(\alpha,x)} h(y)d(F(y))^r}{(F(x))^r}.$$  

(2.3)

If we denote by $\mathcal{M}$ the set of these functions $\xi$, the expression (2.3) enables us to construct a map $\Psi : \mathcal{F} \to \mathcal{M}$, defined by $\Psi(F) = \xi$, and the objectives marked in the Introduction of this paper, may be rewritten as:

Q1: Is $\Psi$ a one-to-one map?
Q2: What is the explicit expression of $F = \Psi^{-1}(\xi)$?
Q3: What are the necessary and sufficient conditions in order for any real function to be in $\text{Im}(\Psi)$?
Q4: Has $\Psi$ any type of continuity?

Analogously, if we consider the former questions for $\xi$ given in (1.2), we obtain a parallel development for the order mean function

$$\overline{\xi}(x) = -\frac{\int_{(\alpha,\beta)} h(y)d(1-F(y))^{n-r}}{(1-F(x))^{n-r}}.$$  

(2.4)

To solve these questions, the concept of RSPI given in Zoroa and Ruiz [16] is essential (see Gill and Johansen [8] for a general study of product integral). So, we see now a modified definition of RSPI of Zoroa and Ruiz [16], and some results which we will subsequently use.

Definition 2.1. Let $f$ and $g$ be two real functions defined on $(a, b)$, with $0 \leq f(x) \leq k$ and $g$ increasing and left continuous. We define the RSPI of $f$ with respect to $g$ in $(a, b)$, by

$$\Lambda_{(a,b)} (1 + f(x)dg(x)) = \exp(J_{ab}),$$

where $J_{ab} \in \mathbb{R}$, verifying that for all $\varepsilon > 0$ there exists a $\delta > 0$ such that if $\pi$ is a partition of $(a, b)$, $\pi = \{a = x_0 < x_1 < \ldots < x_m = b\}$, with $g$-norm $N_g(\pi) = \max\{g(x_{j+1}) - g(x_j) : j = 0, 1, \ldots, m - 1\} < \delta$, then

$$|J(f,g,\pi) - J_{ab}| < \varepsilon,$$

where

$$J(f,g,\pi) = \sum_{j=0}^{m-1} \log(1 + f(x'_j)(g(x_{j+1}) - g(x_j))) + \sum_{j=1}^{m-1} \log(1 + f(x_j + )(g(x_{j+1}) - g(x_{j})))$$

and $x'_j \in [x_j, x_{j+1}]$ for all $j = 0, 1, \ldots, m - 1$.

Definition 2.2. Let $f$ and $g$ be two functions satisfying the conditions in Definition 2.1. For each $c \in (a, b)$, we define the RSPI of $f$ with respect to $g$ on $c$ by

$$\Lambda_{(a,c)} (1 + f(x)dg(x)) = \frac{\Lambda_{(a,b)} (1 + f(x)dg(x))}{\Lambda_{(a,c)} (1 + f(x)dg(x))} \Lambda_{(c,b)} (1 + f(x)dg(x)).$$
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2.1. If c ∈ (a, b), then \( \Lambda_{\{c\}} (1 + f(x)dg(x)) = 1 + f(c+) (g(c+) - g(c)) \)

Definition 2.3. Let g : [a, b] → \( \mathbb{R} \) be a real, increasing and left continuous function, and let \( A = \{a_i : i \in I\} \) be the set of discontinuity of g. We define the discrete component of g by \( g_d(x) = \sum_{a < a_i < x} (g(a_i+) - g(a_i)) \), and the continuous component of g by \( g_c(x) = g(x) - g_d(x) \).

Property 2.2. Let f and g be two functions satisfying the conditions in Definition

2.1. If there exists the Riemann-Stieltjes integral of f with respect to the continuous component of g in (a, b), then for all \( \varepsilon > 0 \) there exists a partition \( \pi = \{a = x_0 < x_1 < ... < x_m = b\} \) such that

\[
\sum_{j=0}^{m-1} |\varepsilon_j| < \varepsilon,
\]

where \( \varepsilon_j = \log \Lambda_{(x_j, x_{j+1})} (1 + f(x)dg(x)) - \log(1 + f(x_j')(g(x_{j+1}) - g(x_j))) \) and \( x_j' \in [x_j, x_{j+1}) \) for all \( j = 0, 1, ..., m - 1 \).

Property 2.3. Let f and g be two functions satisfying the conditions in Definition

2.1 and such that there exists the Riemann-Stieltjes integral of f with respect to \( g_c \) in (a, b). Then,

\[
\Lambda_{(a, b)} (1 + f(x)dg(x)) = \exp \left( \int_a^b f(x)d g_c(x) + \sum_{a_i \in A} \log (1 + f(a_i+)(g(a_i+) - g(a_i))) \right)
\]

where \( A = \{a_i\} \) is the set of discontinuity of g(x) in (a, b).

3. Properties of the order mean function

In this section, we show some properties of the order mean function \( \xi \) defined in (2.3), which we will use as necessary conditions to characterize the order mean family \( \mathcal{M} \).

Property 3.1. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). Then the domain of \( \xi \) is \( D = (\alpha, \infty) \), where \( \alpha \in \mathbb{R} \) or \( \alpha = -\infty \).

Property 3.2. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). If \( h \) is strictly increasing (decreasing), then \( \xi(x+) < h(x) \) \( \xi(x+) > h(x) \) for all \( x \in D \). Moreover, if \( \alpha \in \mathbb{R} \), then \( h(\alpha) \leq \xi(x+) \) \( h(\alpha) \geq \xi(x+) \) for all \( x \in D \).

Property 3.3. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). Then \( \xi \) is a left continuous function.

The proofs of Properties 3.1, 3.2 and 3.3 are obvious from the definition of order mean function given in (2.3).

Lemma 3.4. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). If \( x, y \in D \) with \( x \leq y \), then

\[
\frac{h(x) - \xi(x+)}{h(x) - \xi(x+)} = \frac{(F(x))^r - (F(y))^r}{(F(y-))^r}
\]

where \( r \) is a positive integer.

\[
(3.5)
\]
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for some \( \nu \in [x, y] \). Moreover,

\[
(3.6) \quad \frac{h(x) - \xi(y)}{h(x) - \xi(x)} \leq \left( \frac{F(x)}{F(y)} \right)^r,
\]

where the equality holds if \( F(x) = F(y)- \) or \( x = y \).

Likewise, if \( x < y \), then

\[
(3.7) \quad \frac{h(y) - \xi(x+)}{h(y) - \xi(y)} \leq \left( \frac{F(y-)}{F(x)} \right)^r.
\]

Proof. Let us suppose \( h \) is strictly increasing (the case \( h \) strictly decreasing is similar). If \( x < y \), from (2.3) we obtain

\[
\xi(y)(F(y-))^r - \xi(x)(F(x))^r = \int_{(x,y)} h(t)d(F(t))^r,
\]

or equivalently,

\[
(3.8) \quad \frac{h(x) - \xi(y)}{h(x) - \xi(x)} - \frac{(F(x))^r}{(F(y))^r} = \frac{h(x)((F(y-))^r - (F(x))^r) - I}{(h(x) - \xi(x))(F(y-))^r},
\]

where \( I = \int_{(x,y)} h(t)d(F(t))^r \).

From the continuity of \( h \) it follows that there exists an \( \nu \in (x, y) \) such that

\[
I = h(\nu)((F(y-))^r - (F(x))^r),
\]

and consequently, from (3.8) we have (3.5).

Hence, it is easy to see that

\[
\frac{(h(x) - h(\nu))((F(y-))^r - (F(x))^r)}{(h(x) - \xi(x))(F(y-))^r} \leq 0;
\]

therefore, we get (3.6).

Furthermore, using the strict monotony of \( h \), we obtain \( h(x) - h(\nu) < 0 \). So, the equality of (3.6) holds when \( F(x) = F(y-). \)

If \( x = y \), from (2.3) we have

\[
\xi(x+)(F(x))^r - \xi(x)(F(x-))^r = \int_{[x,x]} h(t)d(F(t))^r - \int_{[x,x]} h(t)d(F(t))^r
= h(x)((F(x))^r - (F(x-))^r)
\]

or equivalently,

\[
(3.9) \quad \frac{h(x) - \xi(x+)}{h(x) - \xi(x)} = \left( \frac{F(x)}{F(x-)} \right)^r,
\]

i.e., the equality holds in (3.5) and (3.6).

Finally, using an analogous development we obtain

\[
(3.10) \quad \frac{(F(y-))^r - h(y) - \xi(x+)}{(F(x))^r - h(y) - \xi(y)} = \frac{(h(y) - h(\nu))((F(y-))^r - (F(x))^r)}{(h(y) - \xi(y))(F(x))^r},
\]

and consequently, we get (3.7). 

\( \square \)

**Property 3.5.** Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). If \( h \) is strictly increasing (decreasing), then \( \xi \) is increasing (decreasing).
Proof. Let us suppose \( h \) is strictly increasing (the case \( h \) strictly decreasing is similar). From Property 3.2, for two points \( a < b \in D \), we have \( \xi(a+) < h(a+) = h(a) \), and using Lemma 4.1, we obtain that

\[
\frac{h(a) - \xi(b)}{h(a) - \xi(a+)} = \frac{(F(a))^r}{(F(b-))^r} \quad \text{if} \quad F(a) = F(b-),
\]
or

\[
\frac{h(a) - \xi(b)}{h(a) - \xi(a+)} < \frac{(F(a))^r}{(F(b-))^r} < 1 \quad \text{if} \quad F(a) < F(b-); \]

so, if \( F(a) = F(b-) \), then \( \xi(a+) = \xi(b) \), or if \( F(a) < F(b-) \), then \( \xi(a+) < \xi(b) \). \( \square \)

4. Inversion formula

Let us now examine some previous lemmas, which will allow us to check the existence of the RSPI and to obtain the explicit expression of the distribution based on the order mean function.

Lemma 4.1. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). For each \( a \in D \), there exists a point \( L_a = \inf \{|h(x) - \xi(x)|: x \geq a\} > 0 \).

Proof. Let us suppose \( h \) is strictly increasing (the case \( h \) strictly decreasing is similar). From (3.7), for \( x > a \), we have

\[
(h(x) - \xi(a+))(F(a))^r \leq (h(x) - \xi(a+)) \frac{(F(a))^r}{(F(x-))^r} \leq h(x) - \xi(x).
\]

Therefore, \( h(x) - \xi(x) > (h(a) - \xi(a+))(F(a))^r \geq 0 \), and using Property 3.2,

\[
L_a = \inf \{(h(a) - \xi(a+))(F(a))^r, h(a) - \xi(a)\} > 0. \quad \square
\]

Lemma 4.2. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). For each \( a \in D \), there exists an \( \eta_a > 0 \) such that for all \( b, c \in D \) with \( a \leq b < c \) and \( 0 < |h(b) - h(c)| < \eta_a \), the inequality \( \eta_a < |h(b) - \xi(c)| \) is verified.

Proof. Let us suppose \( h \) is strictly increasing (the case \( h \) strictly decreasing is similar). If we consider \( L_a \) given in Lemma 4.1, we get \( \eta_a > 0 \) such that \( \eta_a < L_a/2 \), so we have

\[
h(b) - \xi(c) = -(h(c) - h(b)) + h(c) - \xi(c) \geq -\eta_a + L_a > \frac{L_a}{2} > \eta_a. \quad \square
\]

Theorem 4.3. Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). For all \( (a, b) \subset D \) there exists the RSPI of \( \frac{1}{\pi(x) - \xi(x)} \) with respect to \( \xi(x) \) in \( (a, b) \). Moreover,

\[
\left( \frac{F(b-)}{F(a)} \right)^r = \Lambda_{(a,b)} \left( 1 + \frac{d\xi(x)}{h(x) - \xi(x)} \right).
\]

Proof. Let us suppose \( h \) is strictly increasing (the case \( h \) strictly decreasing is similar). From Property 3.2 and Lemma 4.2, we have that \( f(x) = \frac{1}{h(x) - \xi(x)} \) is a nonnegative and bounded function in \( (a, b) \). Therefore, \( f \) is Riemann-Stieltjes integrable with respect to any continuous and monotonic function in \( (a, b) \); in particular, with respect to the continuous component of \( \xi \). Furthermore, from Properties 3.3 and 3.5, \( \xi \) is increasing and left continuous in \( (a, b) \), so using Property 2.3, we get the
existence of the RSPI, i.e., there exists $J_{ab}$ such that for all $\varepsilon > 0$ there exists a
$\delta > 0$ such that if $\pi = \{a = x_0 < x_1 < \ldots < x_m = b\}$ and $N_\varepsilon(\pi) < \delta$, then
\begin{equation}
\label{4.11}
\left| J \left( \frac{1}{h - \xi}, \xi, \pi \right) - J_{ab} \right| < \varepsilon,
\end{equation}
where
\begin{equation}
\label{4.12}
J \left( \frac{1}{h - \xi}, \xi, \pi \right) = \sum_{j=0}^{m-1} \log \left( \frac{h(x_{j+1}) - \xi(x_j)}{h(x_{j}) - \xi(x_j)} \right) + \sum_{j=1}^{m} \log \left( \frac{h(x_j) - \xi(x_j)}{h(x_{j+1}) - \xi(x_j+1)} \right)
\end{equation}
and $x_j' = x_{j+1}$ for all $j = 0, 1, \ldots, m - 1$.

On the other hand, from (3.10) for $x = x_j$ and $y = x_{j+1}$, we have
\begin{equation}
0 \leq \frac{(F(x_{j+1} - 1))}{F(x_j)} - \frac{h(x_{j+1}) - \xi(x_j+1)}{h(x_{j}) - \xi(x_j)} \leq \frac{(h(x_{j+1}) - h(x_j))((F(x_{j+1} - 1)) - (F(x_j)))}{(h(x_{j+1}) - \xi(x_j+1))(F(x_j))}
\end{equation}
and taking into account that if $1 \leq x \leq y$, then $0 \leq \log y - \log x \leq y - x$, we obtain
\begin{equation}
\log \left( \frac{F(x_{j+1} - 1)}{F(x_j)} \right) - \log \left( \frac{h(x_{j+1}) - \xi(x_j+1)}{h(x_{j}) - \xi(x_j)} \right) = 0.
\end{equation}
Likewise, from (3.9) for $x = x_j$ we have
\begin{equation}
\log \left( \frac{F(x_j)}{F(x_j - 1)} \right) - \log \left( \frac{h(x_j) - \xi(x_j)}{h(x_{j+1}) - \xi(x_{j+1})} \right) = 0.
\end{equation}

If we add from $j = 0, 1, \ldots, m - 1$ in (4.13), from $j = 1, 2, \ldots, m - 1$ in (4.14) and we take away (4.12), we obtain
\begin{equation}
0 \leq \sum_{j=0}^{m-1} \log \left( \frac{F(x_{j+1} - 1)}{F(x_j)} \right) + \sum_{j=1}^{m-1} \log \left( \frac{F(x_j)}{F(x_j - 1)} \right) - J \left( \frac{1}{h - \xi}, \xi, \pi \right) \leq \sum_{j=0}^{m-1} \frac{(h(x_{j+1}) - h(x_j))((F(x_{j+1} - 1)) - (F(x_j)))}{(h(x_{j+1}) - \xi(x_{j+1}))(F(x_j))},
\end{equation}
and using Lemma 4.1, we get the following bound:
\begin{equation}
\log \left( \frac{F(b-1)}{F(a)} \right) - J \left( \frac{1}{h - \xi}, \xi, \pi \right) \leq \frac{k_a ((F(b-1)) - (F(a)))}{L_a(F(a))} \leq \frac{k_a}{L_a(F(a))},
\end{equation}
where $k_a = \sup \{h(x_{j+1}) - h(x_j) : j = 0, 1, \ldots, m - 1\}$.
So, from (4.11) and (4.15) we obtain that
\begin{equation}
\left| \log \left( \frac{F(b-1)}{F(a)} \right) - J_{ab} \right| < \varepsilon + \frac{k_a}{L_a(F(a))},
\end{equation}
and taking into account the continuity of $h$, we can take $\pi$ such that $k_a < \varepsilon L_a(F(a))$. 
\hfill $\square$
From Theorem 4.3 as \( b \to \infty \), we obtain the distribution function for all points \( x \in D \), which solves question (Q2) and consequently (Q1).

**Corollary 4.4.** Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). Then

\[
F(x) = \left( \Lambda_{(x, \infty)} \left( 1 + \frac{d\xi(y)}{h(y) - \xi(y)} \right) \right)^{-\frac{1}{r}}
\]

for all \( x \in D \), adding \( F(x) = 0 \) when \( x < \alpha \).

**Remark 4.1.** Using Property 2.3, the distribution function given in (4.16) may be rewritten as

\[
F(x) = \exp \left( -\frac{1}{r} \int_{-\infty}^{x} \frac{d\xi(y)}{h(y) - \xi(y)} \right) \left( \prod_{a_i > x} \frac{\xi(a_i+) - h(a_i)}{\xi(a_i) - h(a_i)} \right)^{\frac{1}{r}},
\]

where \( \{a_i\} \) are the discontinuity points of \( \xi \).

In particular, if \( \xi \) is continuous, then (4.17) can be rewritten as

\[
F(x) = \exp \left( -\frac{1}{r} \int_{-\infty}^{x} \frac{d\xi(y)}{h(y) - \xi(y)} \right),
\]

and this inversion formula includes the particular results of characterization given in Ferguson [5], Khan and Abu-Salih [9], Nagaraja [11] and Ouyang [14], as well as the derivable case given in Khan and Abu-Salih [9]; further it coincides with Theorem 3.2 of Franco and Ruiz [6].

In the case when \( \xi \) is discrete, from (4.17) we get

\[
F(x) = \left( \prod_{a_i > x} \frac{\xi(a_i+) - h(a_i)}{\xi(a_i) - h(a_i)} \right)^{\frac{1}{r}},
\]

which is the inversion formula for discrete distributions. Hence, we obtain the particular result of Nagaraja [12] for \( n = 2 \); moreover this coincides with Theorem 6 of Franco and Ruiz [7].

On the other hand, if \( h(x) = x \) and \( r = 1 \), from (4.17), the inversion formula given in Zoroa and Ruiz [16] may be obtained.

Let us now see an immediate property from the above theorems, which will be basic in the following section.

**Property 4.5.** Let \( F \in \mathcal{F} \) and \( \xi = \Psi(F) \). Then,

1. \( \Lambda_{(a, \infty)} \left( 1 + \frac{d\xi(x)}{h(x) - \xi(x)} \right) \) converges for all \( a \in D \).

2. \( \Lambda_{(a, \infty)} \left( 1 + \frac{d\xi(x)}{h(x) - \xi(x)} \right) \) diverges.

3. \( \lim_{x \to \alpha} \xi(x+) \left( \Lambda_{(x, \infty)} \left( 1 + \frac{d\xi(y)}{h(y) - \xi(y)} \right) \right)^{-1} = 0 \).

Analogously, the following corollary shows the inversion formula based on \( \bar{\xi} \).

**Corollary 4.6.** Let \( \bar{\xi} \) be the order mean function associated to \( F \) defined by (2.4).

Then, \( F(x) = 1 - \left( \Lambda_{(-\infty, x]} \left( 1 + \frac{d\bar{\xi}(y)}{\bar{\xi}(y) - h(y)} \right) \right)^{-\frac{1}{r}} \) for all \( x \in \overline{D} \), adding \( F(x) = 1 \) when \( x > \beta \).
Remark 4.2. Using Property 2.3, Corollary 4.6 may be rewritten as

\begin{equation}
F(x) = 1 - \exp \left( -\frac{1}{n-r} \int_{-\infty}^{x} \frac{d\tilde{\xi}(y)}{\xi(x)(y) - h(y)} \right) \left( \prod_{a_i \leq x} \frac{\tilde{\xi}(a_i) - h(a_i)}{\tilde{\xi}(a_i) - h(a_i)} \right)^{\frac{1}{n-r}},
\end{equation}

where \( \{a_i\} \) are the discontinuity points of \( \tilde{\xi} \).

In particular, if \( \tilde{\xi} \) is continuous, then

\[ F(x) = 1 - \exp \left( -\frac{1}{n-r} \int_{-\infty}^{x} \frac{d\tilde{\xi}(y)}{\xi(x)(y) - h(y)} \right), \]

which includes some particular characterizations given by Ferguson [5], Khan and Abu-Salih [9], Nagaraja [11] and Ouyang [13, 14], as well as the derivable case given by Khan and Abu-Salih [9]. Moreover this coincides with Theorem 3.3 of Franco and Ruiz [6].

In the case when \( \tilde{\xi} \) is discrete, from (4.18) we get

\[ F(x) = 1 - \left( \prod_{a_i \leq x} \frac{\tilde{\xi}(a_i) - h(a_i)}{\tilde{\xi}(a_i) - h(a_i)} \right)^{\frac{1}{n-r}}. \]

Hence, we deduce Theorem 2 of Nagaraja [12] when \( h(x) = x \), \( n = 2 \) and \( \tilde{\xi} \) is linear. Further this formula coincides with the expression (20) of Franco and Ruiz [7].

5. Necessary and sufficient conditions

To solve (Q3), we give in the following theorem necessary and sufficient conditions so that any real function belongs to \( \mathcal{M} \).

**Theorem 5.1.** Let \( \xi \) be a real function. Then \( \xi \) is an order mean function if and only if \( \xi \) satisfies the following conditions:

1. The domain of \( \xi \) is \( D = (\alpha, \infty) \), where \( \alpha \in \mathbb{R} \) or \( \alpha = -\infty \).
2. If \( h \) is strictly increasing (decreasing), then \( \xi(x+) < h(x) (\xi(x+) > h(x)) \) for all \( x \in D \). Moreover, if \( \alpha \in \mathbb{R} \), then \( h(\alpha) \leq \xi(x+) (h(\alpha) \geq \xi(x+)) \) for all \( x \in D \).
3. If \( h \) is strictly increasing (decreasing), then \( \xi \) is increasing (decreasing).
4. \( \xi \) is left continuous in \( D \).
5. \( \Lambda_{(\alpha, \infty)} \left( 1 + \frac{\frac{d\xi}{h(x)-\xi(x)}}{n(x-\xi(x))} \right) \) converges for all \( a \in D \).
6. \( \Lambda_{(\alpha, \infty)} \left( 1 + \frac{\frac{d\xi}{h(x)-\xi(x)}}{n(x-\xi(x))} \right) \) diverges.
7. \( \lim_{x \to \alpha^+} \xi(x+) \left( \Lambda_{(\alpha, \infty)} \left( 1 + \frac{\frac{d\xi}{h(x)-\xi(x)}}{n(x-\xi(x))} \right) \right)^{-1} = 0. \)

**Proof.** We have shown that all these conditions are necessary. To prove that they are sufficient, let us consider a real function \( \xi \) whose domain of definition we denote by \( D \), and which satisfies conditions of the statement. Let us define the function

\[ G(x) = \left( \Lambda_{(\alpha, \infty)} \left( 1 + \frac{\frac{d\xi}{h(x)-\xi(x)}}{n(x-\xi(x))} \right) \right)^{-\frac{1}{n}} \]

for all \( x \in D \), adding \( G(x) = 0 \) when \( x < \alpha \).

Let us first see that \( G \) is a distribution function. From (5) the definition of \( G \) makes sense for all \( x \in D \), and from (6) we have that \( \lim_{x \to \alpha} G(x) = 0 \). It is easy to
prove that
\[
\Lambda_{(x,\infty)} \left( 1 + \frac{d\xi(y)}{h(y) - \xi(y)} \right) = \frac{\Lambda}{\Lambda_{(a,\infty)}} \left( 1 + \frac{d\xi(y)}{\frac{h(y)}{n(y)} - \xi(y)} \right) \Lambda_{(x)} \left( 1 + \frac{d\xi(y)}{\frac{h(y)}{n(y)} - \xi(y)} \right).
\]

From the above equality, as \( x \to \infty \), we get \( \lim_{x \to \infty} \frac{\Lambda}{\Lambda_{(a,\infty)}} \left( 1 + \frac{d\xi(y)}{\frac{h(y)}{n(y)} - \xi(y)} \right) = 1 \), i.e.,
\[
\lim_{x \to \infty} G(x) = 1.
\]

On the other hand, from (2) and (3) we obtain that \( G \) is increasing. Likewise, from (4) and taking into account that
\[
G(x) = G(x_1) \left( \Lambda_{(x_1,\infty)} \left( 1 + \frac{d\xi(y)}{h(y) - \xi(y)} \right) \right)^{\frac{1}{r}} h(x) - \xi(x) \right)^{\frac{1}{r}},
\]
we obtain that \( \lim_{x \to x_1^+} G(x) = G(x_1) \), i.e., \( G \) is right continuous.

Consequently, \( G \) is a distribution function, and therefore \( \int_{(a,b)} h(y) d(G(y))^r \) exists for all \( (a, b) \subset D \).

On the other hand, we prove the following identity:
\[
(5.19) \quad \xi(b)(G(b-))^r - \xi(a)(G(a))^r = \int_{(a,b)} h(y) d(G(y))^r.
\]

To establish (5.19) we suppose \( h \) strictly increasing (the case \( h \) strictly decreasing is similar), and let \( \pi \) be a partition of \( (a, b) \). Then
\[
\xi(b)(G(b-))^r - \xi(a)(G(a))^r = \sum_{j=0}^{m-1} \xi(x_{j+1})(G(x_{j+1}-))^r - (G(x_j))^r + (G(x_j))^r(\xi(x_{j+1}) - \xi(x_j))
\]
\[
+ \sum_{j=1}^{m-1} (\xi(x_{j+})(G(x_j))^r - \xi(x_j)(G(x_j-))^r).
\]

Thus,
\[
\int_{(a,b)} h(y) d(G(y))^r - (\xi(b)(G(b-))^r - \xi(a)(G(a))^r) = P_1 + P_2,
\]
where
\[
P_1 = \int_{(a,b)} h(y) d(G(y))^r - \sum_{j=0}^{m-1} h(x_{j+1})(G(x_{j+1}-))^r - (G(x_j))^r
\]
\[
- \sum_{j=1}^{m-1} h(x_j)(G(x_j))^r - (G(x_j-))^r
\]
and
\[
P_2 = \sum_{j=0}^{m-1} (h(x_{j+1}) - \xi(x_{j+1})) ((G(x_{j+1}) - G(x_j))^r - (G(x_j))^r)
\]
\[- \sum_{j=0}^{m-1} (G(x_j))^r (\xi(x_{j+1}) - \xi(x_j))
\]
\[+ \sum_{j=1}^{m-1} ((h(x_j) - \xi(x_j))(G(x_j))^r - (h(x_j) - \xi(x_j))(G(x_j-1))^r).
\]

Let us first see that \( P_2 \) is bounded. From Property 2.1 and using the definition of \( G \), we have
\[
\frac{h(x_j) - \xi(x_j)}{h(x_j) - \xi(x_j+1)} = \frac{\Lambda}{1 + \frac{d\xi(y)}{h(y) - \xi(y)}} = \frac{(G(x_j))^r}{(G(x_j-1))^r}.
\]

So, the last sum in the expression for \( P_2 \) is null, and we can write it as
\[
P_2 = \sum_{j=0}^{m-1} (h(x_{j+1}) - \xi(x_{j+1}))((G(x_{j+1}) - G(x_j))^r - 1)
\]
\[- \sum_{j=0}^{m-1} (G(x_j))^r (\xi(x_{j+1}) - \xi(x_j))
\]
which can be transformed to
\[
P_2 = \sum_{j=0}^{m-1} (G(x_j))^r (h(x_{j+1}) - \xi(x_{j+1})) \left( \frac{\Lambda}{(x_{j+1})} \left( 1 + \frac{d\xi(x)}{h(x) - \xi(x)} \right) - 1 \right)
\]
\[+ \sum_{j=0}^{m-1} (G(x_j))^r (\xi(x_{j+1}) - \xi(x_j)).
\]

Now, from Property 2.2, for each \( \varepsilon > 0 \) there exists a partition \( \pi \) such that
\[
\sum_{j=0}^{m-1} | \varepsilon_j | < \varepsilon,
\]
where \( \exp \varepsilon_j = \left( 1 + \frac{\xi(x_{j+1}) - \xi(x_j)}{h(x_{j+1}) - \xi(x_{j+1})} \right)^{-1} \left( \frac{\Lambda}{(x_{j+1})} \left( 1 + \frac{d\xi(x)}{h(x) - \xi(x)} \right) \right),
\]
and \( x'_j = x_{j+1} \) for all \( j = 0, 1, ..., m-1 \). So,
\[
\frac{\Lambda}{(x_{j+1})} \left( 1 + \frac{d\xi(x)}{h(x) - \xi(x)} \right)
\]
\[= \left( 1 + \frac{\xi(x_{j+1}) - \xi(x_j)}{h(x_{j+1}) - \xi(x_{j+1})} \right)(1 + (\exp \varepsilon_j - 1))
\]
\[= 1 + \frac{\xi(x_{j+1}) - \xi(x_j)}{h(x_{j+1}) - \xi(x_{j+1})} + (\exp \varepsilon_j - 1) \left( \frac{h(x_{j+1}) - \xi(x_j)}{h(x_{j+1}) - \xi(x_j)} \right)
\]
which transforms (5.20) to
\[
|P_2| \leq \sum_{j=0}^{m-1} (G(x_j))^r (h(x_{j+1}) - \xi(x_j)) |\exp \varepsilon_j - 1|.
\]
Taking into account that for each $j$, $|\exp \varepsilon_j - 1| = |\varepsilon_j \exp(\theta \varepsilon_j)| \leq |\varepsilon_j| \exp|\varepsilon_j|$ for any $0 < \theta < 1$, we get for $\varepsilon < 1$, the bound
\[ |P_2| \leq (h(b) - \xi(a+)) \varepsilon \sum_{j=0}^{m-1} |\varepsilon_j| < (h(b) - \xi(a+))\varepsilon \varepsilon. \]

On the other hand, from the definition of the Lebesgue-Stieltjes integral, for each $\varepsilon > 0$ there exists a partition $\pi$ such that $|P_1| < \varepsilon$.

Consequently, (5.19) is verified. Furthermore, from (7), if we take the limit as $a \to a$ in (5.19), we have $\xi(b)(G(b-))^r = \int_{(a,b)} h(y)d(G(y))^r$, which proves that $G \in F$ and $\xi$ is its associated order mean function.

6. Stability theorems

In this section we see a continuity type of the map $\Psi$ defined in Section 2, so we solve the last objective (Q4) of this paper through the following theorems.

**Theorem 6.1.** Let $\xi = \Psi(F)$ and $\xi_n = \Psi(F_n)$ for all $n \in \mathbb{N}$, be order mean functions with domains $D$ and $D_n$, respectively. If $F_n$ weakly converges to $F$ ($F_n \overset{w}{\to} F$), then $\xi_n \overset{w}{\to} \xi$.

**Proof.** In fact, if $x \in D$ is a continuity point of $\xi$, then $x$ is a continuity point of $F$. As $F_n \to F$ in $x$, there exists an $n_0$ such that if $n > n_0$, then $x \in D_n$.

Furthermore, $(F_n)^r \overset{w}{\to} F^r$ and $(F_n)^r$ are increasing and right continuous functions, so using Helly’s second theorem, we have that
\[ \lim_n \int_{(-\infty,x]} h(y)d(F_n(y))^r = \int_{(-\infty,x]} h(y)d(F(y))^r. \]

Therefore,
\[
\lim_n \xi_n(x) = \lim_n \frac{\int_{(-\infty,x]} h(y)d(F_n(y))^r}{(F_n(x-))^r} = \frac{\int_{(-\infty,x]} h(y)d(F(y))^r}{(F(x-))^r} = \xi(x). \]

**Theorem 6.2.** Let $\xi = \Psi(F)$ and $\xi_n = \Psi(F_n)$ for all $n \in \mathbb{N}$ be order mean functions with domains $D$ and $D_n$, respectively. If $\lim \liminf_n F_n(x) = 0$, $\lim \limsup_n F_n(x) = 1$ and $\xi_n \overset{w}{\to} \xi$, then $F_n \overset{w}{\to} F$.

**Proof.** Let us suppose that $F_n \overset{w}{\to} F$, so there exists a continuity point $x_0 \in D$ of $F$ such that $F_n(x_0) \to F(x_0)$, i.e., there exists a subsequence $(F_{n_k})$ such that $\lim_{k} F_{n_k}(x_0) = F(x_0)$. Likewise, $F_{n_k}$ are increasing and uniformly bound, and using Helly’s first theorem, $(F_{n_k})$ has a subsequence $(F_{n_{k_j}})$ weakly convergent to an increasing function $G$ with $\lim F_{n_{k_j}}(x_0) = G(x_0) \neq F(x_0)$, and $G$ is right continuous and $0 \leq G(x) \leq 1$.

Moreover, $0 \leq \lim_{x \to \alpha} G(x) \leq \lim_{x \to \alpha} \sup F_{n_k}(x) = 0$, and analogously, $\lim_{x \to \beta} G(x) = 1$. Therefore, $G(x)$ is a distribution function with support $(\alpha, \beta)$. If we denote its associated order mean function by $\xi_G$, from Theorem 6.1 we have that $\xi_{n_{k_j}} \overset{w}{\to} \xi_G$.

Nevertheless, $\xi_n \overset{w}{\to} \xi$, the continuity points of $\xi$ are dense in $(\alpha, \beta)$, and $\xi$ and $\xi_G$ are left continuous, therefore $\xi = \xi_G$. And using Corollary 4.4, we obtain that $F = G$, which stands in contradiction to $G(x_0) \neq F(x_0)$. \[ \square \]
7. Examples

As we saw in Section 4, one can characterize several particular distributions in the discrete and continuous cases from results of this work, so we have obtained a unified approach. Moreover, we can get new characterizations for mixture distributions, as in the two following examples.

Example 7.1. Let \( h(x) = x \) and let \( \xi \) be given by

\[
\xi(x) = \frac{\lambda p (1 - e^{-\theta x}(1 + \theta x)) + (1 - \lambda) \theta (1 - p) (1 - (1 - p)[x] (1 + [x]p))}{\theta p (1 - \lambda e^{-\theta x} - (1 - \lambda)(1 - p)[x])},
\]

where \( (x) = \inf\{m \in \mathbb{Z} \mid m \geq x\} \) and \([x]\) is the integer part of \(x\). It is easy to prove that \( \xi \) verifies Theorem 5.1, i.e., \( \xi \) is an order mean function. Then using Corollary 4.4 for \( r = 1 \), we have that \( \xi \) characterizes the distribution \( F \) given by the mixture \( F(x) = \lambda F_1(x) + (1 - \lambda) F_2(x) \), where \( 0 \leq \lambda \leq 1 \), \( F_1 \) is the exponential distribution of parameter \( \theta > 0 \) and \( F_2 \) is the geometric distribution of parameter \( 0 < p < 1 \), i.e., \( F_1(x) = 1 - e^{-\theta x} \) and \( F_2(x) = 1 - (1 - p)[x] \) for all \( x > 0 \).

In particular, if \( \lambda = 1 \) we obtain the exponential distribution given in Ferguson [5] and Nagaraja [12], and if \( \lambda = 0 \) we have the geometric distribution given in Nagaraja [12] for \( n = 2 \) and in Franco and Ruiz [7] for \( n > 2 \).

Example 7.2. Let \( h(x) = x \) and let \( \bar{\xi} \) be given by

\[
\bar{\xi}(x) = \frac{\lambda p (1 + \theta x)e^{-\theta x} + (1 - \lambda) \theta (1 + [x]p)(1 - p)[x] + 1}{\theta p (\lambda e^{-\theta x} + (1 - \lambda)(1 - p)[x] + 1)}.
\]

It is straightforward to check that \( \bar{\xi} \) is an order mean function, and using Corollary 4.6 for \( r = n - 1 \), we obtain that \( \bar{\xi} \) characterizes the mixture of Example 7.1. In particular, if \( \lambda = 1 \), then we obtain the characterization given by Khan and Abu-Salih [9] and Rogers [15], and if \( \lambda = 0 \), then we obtain the characterization given by Nagaraja [12].
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