ORDINARY DIFFERENTIAL EQUATIONS
WITH FRACTAL NOISE

F. KLINGENHÖFER AND M. ZÄHLE

(Communicated by Hal L. Smith)

To the memory of Johannes Kerstan

Abstract. The differential equation
\[ dx(t) = a(x(t), t) dZ(t) + b(x(t), t) dt \]
for fractal-type functions \( Z(t) \) is determined via fractional calculus. Under appropriate conditions we prove existence and uniqueness of a local solution by means of its representation \( x(t) = h(y(t) + Z(t), t) \) for certain \( C^1 \)-functions \( h \) and \( y \). The method is also applied to Itô stochastic differential equations and leads to a general pathwise representation. Finally we discuss fractal sample path properties of the solutions.

1. Introduction

In this paper we study the differential equation on the real line
\[ dx(t) = a(x(t), t) dZ(t) + b(x(t), t) dt, \]
x(0) = x_0
under the following conditions:
(C1) \( Z \) is Hölder continuous of order \( \lambda > \frac{1}{2} \), \( Z(0) = 0 \),
(C2) \( a \in C^1(\mathbb{R}^2, \mathbb{R}) \), \( a(x_0, 0) \neq 0 \),
(C3) \( b \in C(\mathbb{R}^2, \mathbb{R}) \) and \( b \) is Lipschitz continuous in the first variable.

For vanishing \( a \) this is a classical ordinary differential equation. Otherwise the term \( dZ(t) \) adds a fractal noise which has to be made precise. The analogue in stochastic calculus is an Itô differential equation where \( Z(t) \) is replaced by the Wiener process \( W(t) \) or, more generally, by a semimartingale. In this language (1.1) may be interpreted as a differential equation driven by the fractal function \( Z(t) \) with drift function \( b \). Similarly as for the Itô case we give the differential equation (1.1) a strong mathematical sense via integration:
\[ x(t) = \int_0^t a(x(s), s) dZ(s) + \int_0^t b(x(s), s) ds. \]

For the first fractal-type integral we use here the notion introduced in [4]. (Corresponding definitions and results will be summarized in section 2.) In particular, in [4] we proved calculation rules for the integral \( \int_a^b f dg \) when \( f \) and \( g \) are Hölder
continuous functions of summed order greater than 1. It turns out that in this case the integral as a function of the boundary is Hölder continuous of the same order as \( g \). Therefore it is appropriate to restrict the differential equation (1.1), i.e., the integral equation (1.2), to the space \( H^\lambda \) of Hölder continuous functions of order \( \lambda \) (given by that of \( Z \)). Within \( H^\lambda \) we obtain the following main results:

(i) Existence of a local solution.
(ii) Uniqueness on the maximal interval of definition.
(iii) Representation of the solution in the form

\[
(1.3) \quad x(t) = h(y(t) + Z(t), t)
\]

where \( h \) satisfies the quasilinear partial differential equation

\[
(1.4) \quad \begin{align*}
    h'_x(x, t) &= a(h(x, t), t), \\
    h(0, 0) &= x_0
\end{align*}
\]

and \( y \) is the unique solution of the ordinary differential equation

\[
(1.5) \quad \begin{align*}
    y'(t) &= \frac{b(h(Z(t) + y(t), t), t) - h'_z(Z(t) + y(t), t)}{a(h(Z(t) + y(t), t), t)}, \\
    y(0) &= 0.
\end{align*}
\]

Furthermore, instead of deterministic \( a, b \) and \( Z \) we may choose arbitrary random functions with the same sample path properties and obtain local unique pathwise solutions. The practical relevance of this situation may be demonstrated on an example from finance mathematics. In order to take into consideration long range dependencies in real stock market processes the following model for the price \( P \) of a risky asset appears to be appropriate:

\[
(1.6) \quad dP(t) = r(t)P(t)dt + \sigma(t)P(t)dB_H(t).
\]

Here \( r(t) \) and \( \sigma(t) \) are called the interest rate and the dispersion function, respectively. \( B^H \) denotes fractional Brownian motion with Hurst exponent \( H > 1/2 \), i.e., a Gaussian process with stationary increments, mean zero and variance \( \mathbb{E} B^H(t)^2 = t^{2H} \). It possesses a version with Hölder continuous sample paths of all orders less than \( H \). From our approach we obtain the unique global solution

\[
(1.7) \quad P(t) = P(0) \exp \left\{ \int_0^t r(s)ds + \int_0^t \sigma(s)dB^H(s) \right\}
\]

(see also section 3). This problem has not been solved in the literature in full generality before.

In section 4 we will use the ideas from (1.3)-(1.5) in order to derive a similar representation for the solutions of one-dimensional Itô stochastic differential equations. The Wiener process \( W \) as integrator has non-zero quadratic variation. Therefore the chain rule for the change of variables has to be replaced by the Itô formula which yields an additional term in (1.5).

At the end of this paper we discuss how the local representation of the solutions of the (stochastic) differential equations leads to information on the fractal structure of the sample paths.
2. Fractal integrals

We first recall some definitions and notation from fractional calculus (cf. [3]).

For \( f \in L_1([a, b]) \) and \( \alpha > 0 \) the left-sided and right-sided fractional Riemann-Liouville integrals of \( f \) of order \( \alpha \) are defined at almost all \( x \) by

\[
I_{a+}^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_a^x (x - y)^{\alpha-1} f(y) dy,
\]

(2.1)

\[
I_{b-}^\alpha f(x) = \frac{(-1)^{-\alpha}}{\Gamma(\alpha)} \int_x^b (y - x)^{\alpha-1} f(y) dy.
\]

(2.2)

The class of functions \( f \) which are representable as \( I_{a+}^\alpha (I_{b-}^\alpha f) \)-integrals of some \( L_p \)-function \( \phi \) ( \( p \geq 1 \) ) is denoted by \( I_{a+}^\alpha(I_{b-}^\alpha f) \)-integrals of some \( L_p \)-function \( \phi \) ( \( p \geq 1 \) ) is denoted by \( I_{a+}^\alpha(L_p) \) (\( I_{b-}^\alpha \))-integrals of some \( L_p \)-function \( \phi \) ( \( p \geq 1 \) ) is denoted by \( I_{a+}^\alpha(L_p) \) (\( I_{b-}^\alpha \)).

For \( 0 < \alpha < 1 \) the function \( \phi \) agrees at almost all \( x \) with the Weyl-Marchaud derivative of \( f \) order \( \alpha \)

\[
D_{a+}^\alpha f(x) = \frac{1}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(x-a)^\alpha} + \alpha \int_a^x \frac{f(y) - f(x)}{(y-x)^{1+\alpha}} dy \right),
\]

(2.3)

\[
D_{b-}^\alpha f(x) = \frac{(-1)^\alpha}{\Gamma(1-\alpha)} \left( \frac{f(x)}{(b-x)^\alpha} + \alpha \int_x^b \frac{f(y) - f(x)}{(y-x)^{1+\alpha}} dy \right).
\]

(2.4)

Denote \( f_{a+} = 1_{(a,b)}(x)(f(x) - f(a+)) \) and \( f_{b-} = 1_{(a,b)}(x)(f(x) - f(b-)) \) assuming that the one-sided limits of \( f \) at the interval ends exist.

Definition 2.1. The fractional integral of \( f \) with respect to \( g \) is defined by

\[
\int_a^b f(x) dg(x) = (-1)^\alpha \int_a^b D_{a+}^\alpha f(x) D_{b-}^\alpha g(x) dx
\]

(2.5)

\[+ f(a+)(g(b-)-g(a+)) \]

provided that \( f_{a+} \in I_{a+}^\alpha(L_p([a,b])) \), \( g_{b-} \in I_{b-}^\alpha(L_q([a,b])) \) for some \( \frac{1}{p} + \frac{1}{q} \leq 1 \) and \( 0 \leq \alpha \leq 1 \).

This definition is shown to be independent of the choice of \( \alpha \). It extends the classical Lebesgue-Stieltjes integral to functions of fractional degree of differentiability. Moreover, if \( f \in H^\mu \) and \( g \in H^\nu \) with \( \mu + \nu > 1 \), then the uniform (but not absolute) convergence of the Riemann-Stieltjes sums to the right hand side of (2.5) is proved. Thus, in this case our integral may be interpreted as a Riemann-Stieltjes integral. (In the proof we have essentially used the representation by fractional derivatives.) This interpretation leads to the chain rule for the change of variables:

Let \( F \in C^1(\mathbb{R}^2, \mathbb{R}) \) be such that \( \frac{\partial F}{\partial x_1}(f(\cdot), \cdot) \) is Hölder continuous of order \( \mu \). Then we have

\[
F(f(y), y) - F(f(a), a) = \int_a^y \frac{\partial F}{\partial x_1}(f(x), x) df(x) + \int_a^y \frac{\partial F}{\partial x_2}(f(x), x) dx.
\]

Furthermore, the integral \( \phi = \int_a^x f'(\cdot) d\phi \) as a function of the upper boundary is Hölder continuous of order \( \nu \).

Taking \( \phi \) as a new integrator we obtain the density-type formula

\[
\int_a^b h \, d\phi = \int_a^b f h \, dg
\]

(2.6)

for any \( h \in H^\mu \).

For the proofs, more details and extensions see [4].
3. Solution of the differential equation

We now return to equation (1.2) under the conditions (C1)–(C3). In order to prove local existence and uniqueness of the solution we will show that any function of the form (1.3) provides a solution of (1.2) and that all solutions locally agree with such a fixed function.

**Proposition 3.1.** There exist some constants $t_1 > 0$, $K > 0$ and a function $h \in C^1((-K,K) \times (-t_1,t_1), \mathbb{R})$ solving the quasilinear partial differential equation (1.4):

$$
\begin{align*}
    h_x'(x,t) &= a(h(x,t),t), \\
    h(0,0) &= x_0.
\end{align*}
$$

For any such $h$ the partial derivatives $h_{xx}''$ and $h_{xt}' = \frac{\partial}{\partial x}h_t'$ exist and yield continuous functions.

**Proof.** The first part is standard in the theory of first-order partial differential equations and we omit the proof. The existence and continuity of $h_{xx}''$ is obvious. Further, by means of the representation

$$
    h(x,t) = h(0,t) + \int_0^x a(h(y,t),t) \, dy
$$

we get

$$
    h_t'(x,t) = h_t'(0,t) + \int_0^x (a_x'(h(y,t),t) h_t'(y,t) + a_t'(h(y,t),t)) \, dy
$$

since the partial derivatives under the integral are continuous. Hence,

$$
    h_{xt}''(x,t) = a_x'(h(x,t),t) h_t'(x,t) + a_t'(h(x,t),t).
$$

Let us now fix such a solution $h$ with $t_1$ and $K$ as above.

**Proposition 3.2.** There exist some $0 < t_2 \leq t_1$ and a function $y \in C^1((-t_2,t_2), \mathbb{R})$ with $|y(t) + Z(t)| < K$, $t \in (-t_2,t_2)$, satisfying the ODE (1.5), i.e.,

$$
\begin{align*}
    y'(t) &= \frac{b(h(Z(t) + y(t),t),t) - h_t(Z(t) + y(t),t)}{a(h(Z(t) + y(t),t),t)}, \\
    y(0) &= 0.
\end{align*}
$$

Any two such solutions agree on all common intervals of definition.

The proof is standard in the theory of ODE using the conditions (C1)–(C3) together with the $C^1$-property of $h_t'$ with respect to the first argument and applying Banach’s fixed point theorem.

Our main result may now be formulated as follows.

**Theorem 3.3.** (i) Any function

$$
    x(t) = h(y(t) + Z(t),t)
$$

with $h$ and $y$ as in (3.1) and (3.2) solves the differential equation (1.1).

(ii) Any two solutions of (1.1) agree on all common intervals of definition as long as $a(x(t),t) \neq 0$. 

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Proof. (i) follows from the change-of-variable formula (2.6) applied to the function
\[ F(x, t) := h(y(t) + x, t) \] for \( t \in (-t_2, t_2) \):
\[
h(y(t) + Z(t), t) - h(0, 0) = \int_0^t h_z'(y(s) + Z(s), s) \, dZ(s) + \int_0^t (h_z'(y(s) + Z(s), s) y'(s) + h_z'(y(s) + Z(s), s)) \, ds
\]
\[
= \int_0^t a(h(y(s) + Z(s), s), s) \, dZ(s) + \int_0^t b(h(y(s) + Z(s), s), s) \, ds.
\]
In order to prove (ii) let \( x(t) = h(y(t) + Z(t), t) \) be as above and \( \bar{x}(t) \) be an arbitrary solution of (1.1). By the inverse function theorem and condition (C2) there exist some \( t_3 \leq t_2 \) and a \( C^1((-K, K) \times (-t_3, t_3), (-K, K)) \)-function \( u \) such that \( (x, t) \rightarrow (u(x, t), t) \) is the inverse of the mapping \( (x, t) \rightarrow (h(x, t), t) \). In particular, \( u(x_0, 0) = 0 \) and the partial derivatives of \( u \) are given by
\[
u_u'(x, t) = h_z'(u(x, t), t)^{-1} = a(x, t)^{-1}
u_u'(x, t) = -h_z'(u(x, t), t) h_z'(u(x, t), t)^{-1} = -h_z'(u(x, t), t) a(x, t)^{-1}.
\]

Note that \( u''_x \) has a continuous partial derivative \( u''_{xx} \) as long as \( a(u(x, t), t) \neq 0 \).
Therefore we may apply the change-of-variable formula to \( F(x, t) := u(x, t) + y(t) \) for all sufficiently small \( t \) regarding that \( u(\bar{x}(0), 0) + y(0) = u(x_0, 0) = 0 \):
\[
u(\bar{x}(t), t) = \int_0^t \nu_x'(\bar{x}(s), s) \, d\bar{x}(s) + \int_0^t \nu_u'(\bar{x}(s), s) \, ds
\]
\[
= \int_0^t a(\bar{x}(s), s)^{-1} \, d\bar{x}(s) - \int_0^t h_z'(u(\bar{x}(s), s), s) a(\bar{x}(s), s) \, ds.
\]
Using \( d\bar{x}(t) = a(\bar{x}(t), t) \, dZ(t) + b(\bar{x}(t), t) \, dt \) and the density-type formula (2.6) we obtain from this
\[
u(\bar{x}(t), t) = Z(t) + \int_0^t \frac{b(\bar{x}(s), s) - h_z'(u(\bar{x}(s), s), s)}{a(\bar{x}(s), s)} \, ds.
\]
Denoting \( y(t) := u(\bar{x}(t), t) - Z(t) \) we infer
\[
y(t) = \int_0^t \frac{b(h(y(s) + Z(s), s), s) - h_z'(y(s), s)}{a(h(y(s) + Z(s), s), s)} \, ds,
\]
i.e., \( y \) is a local solution of (1.5) as in Proposition 3.2. Therefore it agrees locally with \( y(t) \). Hence,
\[
\bar{x}(t) = h(u(\bar{x}(t), t), t) = h(y(t) + Z(t), t)
\]
\[
= h(y(t) + Z(t), t) = x(t)
\]
for all sufficiently small \( t \).
Since we may replace the moment \( t = 0 \) by an arbitrary \( t_0 \) with \( a(x(t_0), t_0) \neq 0 \) (and \( x_0 \) by \( x(t_0) \)) the assertion follows.

Remark 3.4. In the time autonomous case \( a(x, t) = a(x), b(x, t) = b(x) \) the local solution of (1.1) takes the form
\[
x(t) = h(y(t) + Z(t))
\]
with $C^1$-functions $h$ and $y$ determined by the ODE

\begin{align}
\label{eq:ode-h}
h'(x) &= a(h(x)), \\
h(0) &= x_0
\end{align}

and

\begin{align}
\label{eq:ode-y}
y'(t) &= \frac{b(h(y(t) + Z(t)))}{a(h(y(t) + Z(t)))}, \\
y(0) &= 0,
\end{align}

respectively.

In particular, we can take for $Z(t)$ the sample paths of an ergodic stationary random process which are assumed to be $\lambda$-Hölder continuous with probability 1. If $b \equiv 0$, then the resulting random process $X(t) = h(Z(t))$ is stationary and ergodic, too. This answers a question posed by M. Keane.

4. Solution of Itô stochastic differential equations

As a by-product of the techniques developed in this paper we obtain a new local representation of the solution of one-dimensional stochastic differential equations in the classical Itô sense. We suppose that the reader is familiar with the corresponding theory (see, e.g., Karatzas and Shreve [1] for related material). The SDE under consideration is of the form

\begin{equation}
\label{eq:ito-sde}
X(t) = X_0 + \int_0^t a(X(s), s) \, dW(s) + \int_0^t b(X(s), s) \, ds,
\end{equation}

where $W(t)$ denotes the standard Wiener process and the first integral on the right hand side is defined in the Itô sense. Here we suppose the following:

(C1') $X_0$ is a random variable independent of $\{W_t\}_{t \geq 0}$.

(C2') $a \in C^1(\mathbb{R}^2, \mathbb{R})$, $a_x$ is Lipschitz continuous in the first variable and $a(X_0, 0) \neq 0$ with probability 1.

(C3') $b \in C(\mathbb{R}^2, \mathbb{R})$ and $b$ is Lipschitz continuous in the first variable.

Similarly as in Proposition 3.1 we obtain for a fixed value of $X_0$ and for some constants $K > 0$, $t_1 > 0$ a function $h \in C^1((-K, K) \times [0, t_1], \mathbb{R})$ solving the quasilinear partial differential equation

\begin{equation}
\begin{aligned}
h'_x(x, t) &= a(h(x, t), t), \\
h(0, 0) &= X_0.
\end{aligned}
\end{equation}

The partial derivatives $h''_{xx}$ and $h''_{xx}$ are continuous functions and the latter is Lipschitz continuous in the first variable.

The analogue of Proposition 3.2 reads as follows: There exist a random stopping time $\tau \in (0, t_1)$ and a unique adapted process $Y$ with respect to the filtration given by $X_0$ and $W(t)$ such that $Y$ is continuously differentiable and

\begin{align}
Y'(t) &= \frac{b(h(W(t) + Y(t), t), t) - h'_x(W(t) + Y(t), t) - \frac{1}{2} h''_{xx}(W(t) + Y(t), t)}{a(h(W(t) + Y(t), t), t)}, \\
Y(0) &= 0
\end{align}

on the interval $[0, \tau)$ with probability 1.
Now let \( h, \tau \) and \( Y \) be given.

**Theorem 4.1.** The stochastic process

\[
X(t) = h(Y(t) + W(t), t), \quad t \in [0, \tau),
\]

is a solution of (4.1).

**Remark 4.2.** Under the conditions \((C1')-(C3')\) existence and uniqueness of a strong solution is well-known (cf. [1]). If we assume \( a \in C^2(\mathbb{R}^2, \mathbb{R}^+), \) the local uniqueness may also be proved by the methods of section 3.

**Proof of Theorem 4.1.** The Itô formula implies:

\[
\begin{align*}
&h(Y(t) + W(t), t) - h(Y(0), 0) \\
&\quad = \int_0^{\tau \wedge t} h'_x(Y(s) + W(s), s) dW(s) \\
&\quad \quad + \int_0^{\tau \wedge t} \left( h'_x(Y(s) + W(s), s) Y'(s) + h''(Y(s) + W(s), s) \right) ds \\
&\quad \quad + \frac{1}{2} \int_0^{\tau \wedge t} h''(Y(s) + W(s), s) ds \\
&\quad = \int_0^{\tau \wedge t} a(h(Y(s) + W(s), s), s) dW(s) + \int_0^{\tau \wedge t} b(h(Y(s) + W(s), s), s) ds.
\end{align*}
\]

In a subsequent paper this pathwise representation of the solution will be extended to the higher-dimensional anticipating case with nilpotent Lie algebra generated by the vector fields, where the stochastic integrals are introduced in an appropriate way. There the function \( h \) depends also on the iterated integrals of Brownian motion.

5. **Fractal sample path properties**

The local representations

\[
x(t) = h(y(t) + Z(t), t)
\]

and

\[
X(t) = h(Y(t) + W(t), t)
\]

of the solution of (1.1) and (4.1), respectively, provide full information on some fractal sample path properties:

Recall that the functions \( h, y \) and \( Y \) are continuously differentiable and \( h \) is locally \( C^1 \)-invertible in the first variable (cf. the proof of Theorem 3.3 ). Therefore we obtain a local bi-Lipschitz connection between the graph of the input function \( Z(t) \) (or \( W(t) \)) and the output function \( x(t) \) (or \( X(t) \)) of the dynamical system. This implies that fractal characteristics such as Hausdorff and packing dimensions of the graph, local Hölder exponent, fractional degree of differentiability, etc., of the input and output functions are the same. In particular, the diffusion processes \( X(t) \) under the above conditions possess the same well-known properties as the Wiener process.
Note added in proof. Equation (1.1) is also treated in [2] in the context of Riemann–Stieltjes integrals for functions of finite \( p \)-variation \( (p < 2) \) via Picard’s iteration procedure.
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